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Atomization reactions are among the most challenging tests for

electronic structure methods. We use the first-principles Weiz-

mann-4 (W4) computational thermochemistry protocol to gener-

ate the W4-17 dataset of 200 total atomization energies (TAEs)

with 3r confidence intervals of 1 kJ mol21. W4-17 is an extension

of the earlier W4-11 dataset; it includes first- and second-row mol-

ecules and radicals with up to eight non-hydrogen atoms. These

cover a broad spectrum of bonding situations and multireference

character, and as such are an excellent benchmark for the parame-

terization and validation of highly accurate ab initio methods

(e.g., CCSD(T) composite procedures) and double-hybrid density

functional theory (DHDFT) methods. The W4-17 dataset contains

two subsets (i) a non-multireference subset of 183 systems charac-

terized by dynamical or moderate nondynamical correlation

effects (denoted W4-17-nonMR) and (ii) a highly multireference

subset of 17 systems (W4-17-MR). We use these databases to eval-

uate the performance of a wide range of CCSD(T) composite pro-

cedures (e.g., G4, G4(MP2), G4(MP2)-6X, ROG4(MP2)-6X, CBS-QB3,

ROCBS-QB3, CBS-APNO, ccCA-PS3, W1, W2, W1-F12, W2-F12,

W1X-1, and W2X) and DHDFT methods (e.g., B2-PLYP, B2GP-PLYP,

B2K-PLYP, DSD-BLYP, DSD-PBEP86, PWPB95, xB97X-2(LP), and

xB97X-2(TQZ)). VC 2017 Wiley Periodicals, Inc.

DOI: 10.1002/jcc.24854

Introduction

It is well established that the performance of approximate theo-

retical procedures can vary for different types of chemical reac-

tions. In particular, the accuracy of any given approximate

method should increase as larger molecular fragments are con-

served on the two sides of the reaction, due to an increasing

degree of error cancellation between reactants and prod-

ucts.[1–11] For example, the performance should improve along

the sequence: atomization ! isogyric ! isodesmic ! hypoho-

modesmotic ! homodesmotic ! hyperhomodesmotic reac-

tions.[1–4] The same trend is expected along a generalization of

this hierarchy, namely, the connectivity-based hierarchical (CBH-

n) reaction scheme, in the sequence: atomization (CBH-0) !
atom-centric (CBH-1)! bond-centric (CBH-2), and so forth.[6–8]

The performance of theoretical procedures can vary significantly

between the various reaction types. In the context of density func-

tional theory (DFT), it has been shown that the performance of a

wide range of exchange-correlation functionals for linear alkane!
branched alkane isomerizations is significantly better than that for

isogyric structural isomerizations.[10–20] For example, the root mean

square deviations (RMSDs) for a wide range of dispersion-corrected

DFT methods for linear ! branched alkane isomerizations (i.e.,

reactions that conserve the number of C atoms in each hybridiza-

tion state in addition to being isodesmic) vary between �0.1–1

kcal mol21.[5] The RMSDs for isodesmic reactions involving alkanes

vary between�0.3–3 kcal mol21, while for alkane atomization reac-

tions they vary between �2–25 kcal mol21.[5] Similarly, for the

atomization energies in the W4-11 database the RMSDs for a wide

range of DFT methods range between 3.6 and 24.9 kcal mol21.[1]

Similar observations can be made when comparing the perfor-

mance of a wide range of composite ab initio methods that

attempt to approximate the CCSD(T) energy (e.g., the Gaussian-n,

CBS, and Weizmann-n protocols). Namely, RMSDs in the following

ranges are obtained: 0.2–1.0 kcal mol21 (structural isomerizations)

and 0.9–2.2 kcal mol21 (atomization reactions).[1] We note that

in the evaluation of these accurate composite procedures FCI/CBS

reference data from W4 theory were used.[1,21–23]

Atomization reactions are therefore of special interest in the

evaluation and development of approximate quantum chemical

methods as they serve as the ultimate test for these procedures.

This is particularly true for high-level quantum chemical meth-

ods such as composite ab initio protocols (e.g., Gaussian-n, CBS,

ccCA-PS3, and Weizmann-1 theories) as these procedures are

expected to yield chemical (or even sub-chemical) accuracy for

atomization energies of species which are not characterized by

multireference effects (chemical accuracy is arbitrarily defined as

1 kcal mol21).[24,25] It is also worth mentioning that a large data-

set of atomization energies (such as the W4-11 database) can be
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used to generate a database of hundreds[1] or even thousands[26]

of chemical reactions. These extensive databases of chemical

reactions can be used for testing and parameterization of DFT

methods.[1,26–30]

The present work generates a dataset of 200 total atomization

energies (TAEs) with 3r confidence intervals (CIs) of 1 kJ mol21.

The W4-17 database is an extension of the smaller W4-11 data-

set.[1] This extended dataset includes first/second-row molecules

and radicals with up to eight non-hydrogen atoms. The species

in the W4-17 database cover a broad spectrum of bonding situa-

tions and multireference character, and as such they constitute

an excellent benchmark set for the parameterization and valida-

tion of highly accurate ab initio methods (e.g., CCSD(T) compos-

ite procedures) and double-hybrid density functional theory

(DHDFT) methods. Most of the TAEs in the W4-17 database (167)

were obtained at the CCSDTQ5/CBS level of theory (from W4

and W4.2 theories) or the CCSDTQ56/CBS level of theory (from

W4.3 and W4.4 theories).[21–23] The TAEs for 33 larger systems

(e.g., C2F6, C2Cl6, SF6, and C6H6) were obtained at the CCSDT(Q)/

CBS level of theory by means of the W4lite thermochemical

protocol.[21,22]

In the present work, we will use the W4-17 database to evalu-

ate the performance of a wide range of composite methods that

attempt to approximate the coupled-cluster energy with singles,

doubles, and quasiperturbative triple excitations (CCSD(T)) at

various degrees of basis-set completeness.[1,24,25,31–38] The com-

posite procedures that attempt to approximate the CCSD(T)

energy close to the complete basis set (CBS) limit include the

W1, W1-F12, W1X-1, W1X-2, W2, W2-F12, W2X, and ccCA-PS3

methods. The composite procedures that attempt to approxi-

mate the CCSD(T) energy further away from the CBS limit

include the G4, G3, G3B3, G4(MP2), G4(MP2)-6X, ROG4(MP2)-6X,

G3(MP2), G3(MP2)B3, CBS-QB3, and CBS-APNO methods. We will

also assess the performance of a range of DHDFT procedures

(e.g., B2-PLYP, B2GP-PLYP, B2K-PLYP, DSD-BLYP, DSD-PBEP86,

PWPB95, xB97X-2(LP), and xB97X-2(TQZ)).

Computational Details

All the atomization energies in the W4-17 database have been

obtained by means of the W4 family of thermochemical protocols.

The computational details of these procedures have been specified

and rationalized in great detail in Refs. [21] (W4lite, W4, W4.2, and

W4.3), [22] (W4-F12), and [23] (W4.4) (see also Ref. [24] for a recent

review). For the purpose of making the article self-contained, we

will briefly summarize the steps involved in W4 theory:

� The geometries are optimized at the CCSD(T)/cc-

pV(Q1d)Z level of theory. This level of theory has been

shown to yield geometries that are in close agreement

with CCSD(T)/cc-pV(61d)Z geometries.[39]

� The Hartree–Fock (HF) energies are extrapolated from the

aug0-cc-pV(n1d)Z basis sets (n 5 5, 6) using the Karton–Mar-

tin basis set extrapolation.[40] The aug0 notation indicates the

combination of a non-augmented basis set on hydrogen

and an augmented basis set on all other elements.[41–43]

� The valence CCSD energy is extrapolated from the aug0-cc-

pV(n1d)Z basis sets (n 5 5, 6) where the singlet- and

triplet-coupled pair energies are extrapolated separately to

the infinite basis-set limit.

� The quasiperturbative triple excitations, (T), are extrapo-

lated from the aug0-cc-pV(n1d)Z basis sets (n 5 Q, 5).

� The higher-order connected triples, T32(T), correlation

contribution is extrapolated from the cc-pVnZ basis sets

(n 5 D, T).

� The quasiperturbative quadruple excitations, (Q), are

calculated with the cc-pVTZ basis set.

� The higher-order connected qudruples, T42(Q), correla-

tion contribution is calculated with the cc-pVDZ basis set.

� The connected quintuple, T5, correlation contribution is

calculated with the sp part of the cc-pVDZ basis set.

� In all the above correlation calculations, the inner-shell

orbitals (1s for first-row atoms, and 1s, 2s, and 2p for

second-row atoms) are constrained to be doubly occupied

in all configurations. The core–valence (CV) correction is

extrapolated from the aug0-cc-pwCVnZ basis sets (n 5 T, Q)

at the CCSD(T) level.[44] We note that the 1s orbitals

of second-row atoms remain frozen in the all-electron

aug0-cc-pwCVnZ calculations.

� The scalar relativistic contribution (in the second-order

Douglas–Kroll–Hess approximation)[45,46] is obtained from

the difference between nonrelativistic CCSD(T)/aug0-cc-

pV(Q1d)Z and relativistic CCSD(T)/aug0-cc-pV(Q1d)Z-DK

calculations.[47]

� Atomic spin-orbit coupling corrections are obtained as the

weighted average of the experimental fine structure levels

of the atomic ground states, according to the formula

DSO5

PL1S
jL2Sj 2J11ð ÞeJ
PL1S
jL2Sj 2J11

in which L and S stand for the angular and spin term

quantum numbers, J for the L–S coupling quantum num-

ber, and eJ for the fine structure level. The required spec-

troscopic data can be taken from the NIST database.[48]

For the few molecular species in spatially degenerate

ground states, the analogous approach is taken.

� The diagonal Born–Oppenheimer correction (DBOC) is

calculated at the HF/aug-cc-pVTZ level of theory.

The main differences between W4 theory and the higher

order W4.x theories can be briefly described as follows: in

W4.2 and W4.3, the CV correction is obtained at the CCSDT

level,[21] and in W4.4 it is obtained at the CCSDT(Q) level.[23]

W4.3 and W4.4 theories also use larger basis sets than W4 to

calculate the valence post-CCSD(T) contributions, and they

include contributions of connected sextuple excitations from

CCSDTQ5(6)/DZ or CCSDTQ56/DZ calculations.[21,23] Due to

these computationally demanding higher-order calculations,

W4.x theories are applicable to very small systems with up to

2–3 non-hydrogen atoms.
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In the computationally more economical W4lite theory, the

post-CCSDT(Q) contributions are completely neglected and the

(Q) contribution is calculated with the cc-pVDZ basis set. This

makes W4lite applicable to larger with up to eight non-

hydrogen atoms.

The performance of W4 theories was thoroughly validated

against highly accurate experimental atomization energies from

the Active Thermochemical Tables (ATcT) thermochemical

network.[49–52] Specifically, the performance of W4 theory was

evaluated against 35 TAEs from ATcT (associated with error

bars� 0.05 kcal mol21) including both first- and second-row spe-

cies.[1,24]* Against these highly accurate experimental values, W4

theory attains an RMSD of 0.085 kcal mol21, implying a 2r CI of

0.170 kcal mol21, and a 3r CI of 0.255 kcal mol21. The largest devi-

ations (theory–experiment) are obtained for ozone (–0.23) and

nitrous acid (10.20 kcal mol21). For 29 of these systems, TAEs

were obtained with the higher W4.x theories (x 5 2–4). The RMSD

for the higher W4.x theories is reduced to 0.060 kcal mol21, imply-

ing a 95% CI of merely 0.120 kcal mol21. In addition, the largest

deviations are significantly reduced; only four deviations exceed

0.1 kcal mol21, namely: ozone (–0.14), hydrogen peroxide (–0.12),

dichlorine (–0.11), and ethane (10.11 kcal mol21).

Table 1 gives an overview of the W4 protocols that have

been used for obtaining the reference values in the W4-17

database. Most of the atomization energies in the database

have been obtained at the CCSDTQ5/CBS level of theory by

means of the W4 or W4.2 procedure. For a subset of 47 spe-

cies with up to two non-hydrogen atoms, we were able to

obtain the TAEs at the CCSDTQ56/CBS level of theory by

means of the W4.3 or W4.4 procedure. We note, however, that

for nearly all of these systems the connected sextuple contri-

bution is below 0.01 kcal mol21. The main exceptions are the

pathologically multireference singlet states of BN and C2 for

which the T6 contribution amounts to 0.04 and 0.07

kcal mol21, respectively. The geometries and reference TAEs

for the molecules in the W4-17 database are given in Table S1 of

the Supporting Information, while the component breakdown of

the 200 TAEs is given in Supporting Information Table S2.

In the present work we will evaluate the performance of a

large variety of composite ab initio methods that approximate

the CCSD(T) energy. In particular, we will consider composite

methods that (i) attempt to approximate the CCSD(T) energy in

conjunction with a triple-f-quality basis set, such as the popular

Gaussian-n[31,53–56] and CBS[57,58] family of methods, and (ii)

attempt to approximate the CCSD(T) energy closer to the infinite

basis-set limit, such as the Weizman-n theories (W1, W2, W1-F12,

W2-F12),[38,59,60] the modified Wn methods (W1X-1, W1X-2, and

W2X),[61–63] and the correlation-consistent Composite Approach

(ccCA) methods.[32,64–67] The reference values are all-electron,

relativistic, DBOC-inclusive TAEs at the bottom of the well, that

is, excluding the zero-point vibrational energy (ZPVE). The refer-

ence values used for evaluating the CCSD(T) composite proce-

dures and DHDFT methods are given in Table S1 of the

Supporting Information. We note that Table S1 of the Support-

ing Information also lists the all-electron, relativistic, DBOC-

inclusive TAEs at 0 K (TAE0). The ZPVEs for the 140 systems in the

W4-11 database are taken from experiment or high-level ab initio

anharmonic force field calculations and are deemed to by suffi-

ciently accurate to be included in the W4-17 database (for fur-

ther details see Ref. [1]). Most of the remaining systems in the

W4-17 database are too large for obtaining anharmonic ZPVEs

from high-level ab initio calculations. The ZPVEs for these sys-

tems are obtained from scaling harmonic DSD-PBEP86-D3BJ/

aug0-cc-pV(Q1d)Z frequencies by 0.9831 as recommended in

Ref. [68]. It has been shown that this approach can yield anhar-

monic ZPVEs with accuracies approaching those obtained from

quartic force fields. Nevertheless, for the purpose of benchmark-

ing composite ab initio methods we prefer to use our ZPVE-

exclusive reference values due to the potential errors in our

scaled harmonic ZPVEs for some of the larger systems in the W4-

17 database.

We will also evaluate the performance of a variety DHDFT

procedures against all-electron, non-relativistic, DBOC-exclusive

TAEs at the bottom of the well from the W4-17 database. We

will consider the following DHDFT procedures: B2-PLYP,[69]

B2GP-PLYP,[70] B2K-PLYP,[71] B2T-PLYP,[71] DSD-BLYP,[72] DSD-

PBEP86,[73,74] PWPB95,[75] xB97X-2(LP), and xB97X-2(TQZ).[76]

Unless otherwise indicated, the DHDFT calculations have been

carried out in conjunction with the aug0-cc-pV(51d)Z basis set

with the Gaussian09 and Q-Chem program suites.[77,78] Empiri-

cal D3 dispersion corrections are included using the Becke–

Johnson damping potential (denoted by the suffix -D3).[79–83]

The empirical D3 corrections were calculated using the DFT-D3

program by Grimme and co-workers[80,81]; the s6, s8, and a2

parameters needed for calculating the D3 correction for B2K-

PLYP were taken from the Supporting Information to Ref. [84].

We also consider the performance of the MP2, SCS-MP2,[85]

MP2.5,[86] MP3, and SCS-MP3 methods.[87] All the HF, CCSD,

and CCSD(T) calculations involved in the W4 protocol have

been performed with the Molpro 2012.1 program suite.[88,89]

All the post-CCSD(T) calculations were carried out with the

MRCC program suite.[90,91]

Table 1. Overview of the W4 thermochemical protocols used for obtain-

ing the 200 total atomization energies in the W4-17 database.

Level of theory Protocol[a]
Number of

species Largest species[b]

CCSDTQ56/CBS W4.3 or W4.4 47 SiH4, CH4,

C2H2, HOF

CCSDTQ5/CBS W4 or W4.2 120 CCl4, SiF4,

CF2Cl2, CF4

CCSDT(Q)/CBS W4lite 33 SF6, N2O4, C6H6,

C2Cl6, C2F2Cl2

[a] The Wn thermochemical protocols are reviewed in Ref. [24] and are

described in detail in Refs. [23] (W4.4) and [21] (W4.3, W4.2, W4, and W4lite).

[b] These are only representative examples, the W4-17 database

includes many other systems of similar sizes (see Table S3 of the

Supporting Information for the full list of molecules).

*The ATcT benchmark set included the following 35 molecules: CH, CH2,

CH3, CH4, C2H2, C2H4, C2H6, H2CO, H2C5C5O, CH3OH, NH, NH2, NH3, OH,

H2O, HO2, H2O2, HCN, HNO, trans-HONO, CO, CO2, NO, NO2, N2O, O2, O3,

SO, SO2, H2, HF, HCl, N2, F2, and Cl2.
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Results and Discussion

Overview of the species in the W4-17 database

Table 2 gives an overview of the types of species in the W4-17

database, while the complete list of molecules in the database

is given in Table S3 of the Supporting Information. In terms of

the molecular size distribution the database includes:

� 3 systems with 7–8 non-hydrogen atoms (C2F6, C2Cl6,

SF6)

� 8 systems with 6 non-hydrogen atoms (e.g., C6H6, N2O4,

PF5, C2Cl4, ClF5)

� 16 systems with 5 non-hydrogen atoms (e.g., pentane,

thiophene, b-lactim, HClO4, CCl4)

� 31 systems with 4 non-hydrogen atoms (e.g., butane, tet-

rahedrane, acetic acid, chloroform)

� 57 systems with 3 non-hydrogen atoms (e.g., propane,

acetaldehyde, formic acid, ethanol)

� 85 systems with less than 3 non-hydrogen atoms (e.g.,

CH4, CH3OH, NH2OH, N2H4, CClH3)

The resulting database includes a total of 200 neutral spe-

cies. From one perspective, they consist of 160 closed shell, 33

radicals, and 7 triplet systems (we note that nine of the closed

shell species are singlet carbenes); from another, they com-

prise 129 purely first-row systems, 52 mixed first/second-row

systems, and 19 purely second-row systems.

The W4-17 database covers a broad range of organic and

inorganic systems. Overall, it includes 109 organic systems

(broadly defined here as carbon containing species) and 91

inorganic systems (i.e., with no carbon atoms). Table 3 gives

an overview of the types of organic and inorganic species in

the database. The organic systems include alkanes, alkenes,

alkynes, haloalkanes, haloalkenes, haloalkynes, arenes, aromatic

heterocycles, nonaromatic heterocycles, alcohols, aldehydes,

ketones, anhydrides, carboxylic acids, amines, imines, and

nitriles. The inorganic species include halogenated species,

boranes, oxides, acids, hydrides, and pure atomic clusters. The

organic and inorganic species include noncyclic, cyclic, and

cage systems with single and multiple bonds that involve

varying degrees of covalent and ionic characters. This set evi-

dently spans the gamut from systems dominated by a single

reference configuration (e.g., CH4, CH3OH, CH3NH2), to systems

which exhibit appreciable nondynamical correlation effects

(e.g., O2, SO3, N2O4), and also to systems exhibiting pathologi-

cal nondynamical correlation effects (e.g., C2, O3, F2O2).

Multireference considerations

A number of diagnostics, which are based on the CCSD T1

amplitudes, have been proposed for gauging the degree of

multireference character in a system, for example, the T 1 and

D1 diagnostics[92,93] (see also discussion in Refs. [21] and [94]).

However, it has been found that these diagnostics are not

necessarily good predictors for the magnitude of post-CCSD(T)

contributions to the TAEs.[1,21,95–99] Conversely, it has been

found that an energy-based diagnostic of the form:

%TAE Tð Þ½ �51003
TAE CCSD Tð Þ½ �2TAE CCSD½ �

TAE CCSD Tð Þ½ �

provides a reliable a priori diagnostic for the importance of

post-CCSD(T) contributions to the TAEs (where TAE[CCSD] and

TAE[CCSD(T)] are the TAEs calculated at the CCSD and CCSD(T)

levels, respectively).[1,21] In particular, it has been shown that

%TAE[(T)]< 5% indicates that post-CCSD(T) contributions to

the TAEs should not exceed 0.5 kcal mol21, %TAE[(T)]< 10%

indicates that post-CCSD(T) contributions should generally not

exceed 1.0 kcal mol21, and %TAE[(T)]> 10% indicates that

post-CCSD(T) can exceed 1.0 kcal mol21 by significant

amounts.[24]

For the purpose of evaluating the performance of CCSD(T)

composite procedures and DHFDT methods, it is useful to

divide the W4-17 database into two subsets: W4-17-nonMR

and W4-17-MR. The W4-17-nonMR subset includes 183 systems

for which %TAE[(T)]< 10%. This subset includes systems that

are dominated by a single-reference configuration (e.g., pen-

tane and ethanol), mild nondynamical correlation effects (e.g.,

HNO and C2F2), or moderate nondynamical correlation effects

(e.g., NCCN, HO3• and N2O4).† The W4-17-MR subset includes

17 systems for which %TAE[(T)]> 10% and includes systems

that are dominated by severe multireference effects (e.g., O3,

F2O2, ClO3, and ClF5). The %TAE[(T)] diagnostics for all the mol-

ecules in the W4-17 database are given in Supporting Informa-

tion Table S4.

Performance of CCSD(T) composite methods for systems

dominated by mild to moderate multireference effects

As CCSD(T) composite methods are not recommended for sys-

tems with severe multireference character, we will evaluate the

performance of these procedures for the 183 atomization reac-

tions in the W4-17-nonMR database. The error statistics for a

wide range of CCSD(T) composite procedures are summarized

in Table 4.

Table 2. Overview of the species in the W4-17 database.

Number

of species

Number of Non-hydrogen atoms �2 85

3 57

4 31

5 16

6 8

7 1

8 2

Containing only first-row atoms 129

Containing only second-row atoms 19

Mixed first- and second-row atoms 52

Closed-shell species[a] 160

Open-shell species[b] 40

[a] Nine of the closed-shell systems are singlet biradicals. [b] Of the

open-shell systems, 33 are radicals and 7 are triplet systems.

†Note that the W4-17-nonMR subset includes F2 which has an artificially

high %TAE[(T)] value (see Refs. [1] and [24] for further details).
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Gn, CBS, and ccCA methods. Let us begin with the perfor-

mance of the Gn protocols, which represent a good compro-

mise between accuracy and computational cost and can be

routinely applied to large systems. For example, the computa-

tionally economical G4(MP2) method[54] has been recently

applied for the calculation of the heat of formation of C60.[100]

The G4 procedure shows good overall performance with an

RMSD of 0.95 kcal mol21 and a MAD of 0.68 kcal mol21. How-

ever, it should be noted that for 36 systems, errors larger than

1 kcal mol21 (in absolute value) are obtained. Particularly large

errors are obtained for systems with highly polar bonds involv-

ing O, F, and Cl. In particular, large underestimations ranging

between 1.71 and 2.52 kcal mol21 are obtained for HClO4,

HClO3, SO3, SO2, S2O, SF6, PF5, and BF3. Conversely, the atomi-

zation energies of perchlorinated compounds (e.g., CCl4, C2Cl2,

and C2Cl4) are overestimated by amounts ranging from 1.69 to

2.48 kcal mol21. Hexachloroethane (C2Cl6), for which the TAE is

overestimated by as much as 5.73 kcal mol21, represents an

extreme case. We therefore, do not recommend the applica-

tion of the G4 procedure for sulfur oxides and highly fluori-

nated or chlorinated systems. We note that on removing the

above twelve systems from the training set the RMSD for the

G4 procedure is reduced from 0.95 to 0.71 kcal mol21.

As expected, the computationally more economical G4(MP2)

procedure results in a larger RMSD of 1.29 kcal mol21 for the

entire W4-17-nonMR database (and a MAD of 0.85 kcal mol21).

In addition, deviations larger than 1 kcal mol21 are obtained

for 48 of the 183 systems. For example, large underestimations

(given in parenthesis) are obtained for (i) boron containing

molecules: borole (1.13), BH3 (2.03), BHF2 (2.40), BF3 (2.63), and

B2H6 (4.46); (ii) chlorine oxides: HClO3 (2.03) and HClO4 (2.95);

and (iii) n-alkanes: propane (1.04), butane (1.19), and pentane

(1.21 kcal mol21). Apart from that, large overestimations are

obtained for the perchlorinated compounds, namely: CHCl3
(1.89), CCl2 (2.45), C2Cl2 (2.93), CCl4 (3.44), C2Cl4 (4.91), and

C2Cl6 (7.53 kcal mol21). Table S5 of the Supporting Information

lists all the deviations larger than 2 kcal mol21 (in absolute

value) in the W4-17-nonMR database for the CCSD(T) compos-

ite methods.

We note that evaluating the performance of the G4-type

procedures against TAE0, rather than TAEe, values has a very

small effect on the overall error statistics. For example, the

RMSD over the 183 atomization energies in the W4-17-nonMR

dataset changes from 0.95 to 0.93 kcal mol21 for G4 theory

and from 1.29 to 1.30 kcal mol21 for G4(MP2) theory.

The G4(MP2)-6X and ROG4(MP2)-6X procedures have the

same computational cost as G4(MP2) but use additional empir-

ical parameters. These procedures show deteriorated perfor-

mance for the W4-17-nonMR dataset relative to G4(MP2), with

an RMSD of 1.65 kcal mol21. In addition, for over 75 systems,

deviations larger than 1 kcal mol21 are obtained. The

G4(MP2)-6X and ROG4(MP2)-6X procedures show similar per-

formance to G4(MP2) for the boron containing molecules.

However, the performance for the Cl-containing molecules is

further deteriorated; namely, deviations between 3–10

kcal mol21 are obtained for systems such as CCl2, CCl2O,

CF2Cl2, CCl3H, CCl4, C2Cl2, C2F2Cl2, C2Cl4, and C2Cl6.

In contrast to the G4 and G4(MP2) procedures, which show rea-

sonably good performance, the G3 and G3(MP2) procedures result

in poor performance with RMSDs of 1.88 and 2.22 kcal mol21,

respectively. Similar observations can be made for the G3B3 and

G3(MP2)B3 procedures. These results suggest that the G4-type

procedures should be favored over the earlier the G3-type proce-

dures for the calculation of TAEs and heats of formation.

The CBS-type procedures perform rather poorly; in particu-

lar, we obtain the following RMSDs for the W4-17-nonMR

Table 3. Overview of the 200 organic and inorganic species in the W4-17 database.

Number of species Type Typical examples

109 organic species 27 Halocarbons C2X6, C2X4, C2X2, CX4 (X 5 F, Cl)

19 Noncyclic hydrocarbons pentane, butane, butadiene, propane

10 Nonaromatic heterocycles borole, silole, b-lactim, 1,3-dioxetan-2-one

8 Cyclic hydrocarbons cyclopentadiene, cyclobutane, tetrahedrane

7 Carbonyls phosgene, ketene, carbonyl fluoride

7 Nitriles cyanogen, cyanomethyl radical, cyanic acid

6 Aldehydes formic anhydride, acetaldehyde, glyoxal

6 Imines methanimine, isocyanic acid, isofulminic acid

5 Aromatic benzene, furan, furazan, pyrrole, thiophene

4 Alcohols methanol, ethanol, hydroxymethylene

4 Amines methylamine, formamide, aminomethyl radical

4 Other methylphosphine, carbon disulfide, dicarbon

2 Acids acetic acid, formic acid

91 inorganic species 28 Diatomics B2, N2, O2, F2, AlCl, SiO, P2, S2, Cl2
10 Fluorides SF6, PF5, ClF5, SiF4, BF3, AlF3, PF3

10 Halogen oxides ClO3, Cl2O2, ClO2, F2O2, FO2, F2O

9 Hydrides B2H6, BH3, Si2H6, SiH4, AlH3, PH3

8 Acids HClO4, HClO3, HClO2, HN3, HNO2

7 Amines NH2OH, NH2F, NH2Cl, N2H4, NH3

7 Oxides N2O4, NO2, N2O, SO2, SO3, S2O

4 Peroxides H2O2, HO2, HO3

4 Pure atomic clusters S4, P4, S3, O3

4 Other H2N2, AlCl3
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database: 4.23 (CBS-4M), 2.35 (CBS-QB3), and 2.04 (ROCBS-QB3)

kcal mol21. The poor performance of the CBS methods for

atomization energies is also demonstrated by the large num-

bers of errors exceeding 1 kcal mol21, specifically: 130 (CBS-

4M), 101 (CBS-QB3), and 88 (ROCBS-QB3) kcal mol21. It is note-

worthy that the popular CBS-QB3 method severely overesti-

mates the TAEs of highly chlorinated/fluorinated species. For

example, deviations of 5–16 kcal mol21 are obtained for AlCl3,

CF2Cl2, CHCl3, CCl4, C2F6, C2F2Cl2, C2Cl4, and C2Cl6 (see Table

S5 of the Supporting Information).

The ccCA composite methods are computationally more

expensive than the Gn and CBS methods but are devoid of

empirical scaling factors. With the exception of the G4 proce-

dure, ccCA-PS3 significantly outperforms the Gn and CBS

methods with an overall RMSD of 0.92 kcal mol21 and a MAD

of 0.63 kcal mol21. Deviations larger than 1 kcal mol21 are still

obtained for 36 species, where particularly large underestima-

tions (of 3–6 kcal mol21) are obtained for the second-row spe-

cies: CCl4, C2Cl4, and C2Cl6 (see Table S5 of the Supporting

Information). These statistics are considerably better than

those reported in Ref. [1]: in the present work, the core-

valence contribution for second-row elements was evaluated

using a purpose-designed core-valence basis set reported by

the Wilson group in Ref. [101].

Wn methods. The Gn, CBS, and ccCA-PS3 methods discussed

in the previous section are computationally cost-effective, as

they use basis-set extrapolations and/or additivity schemes at

the MP2 level. Let us now move to the performance of the

computationally more demanding and more robust Wn meth-

ods, which use basis set extrapolation at the HF, CCSD, and

CCSD(T) levels. We note that the W1X-n procedures are an

exception as they still calculate the core-valence and scalar rel-

ativistic corrections at the MP2 level.

The original W1 method outperforms all the considered Gn,

CBS, and ccCA-PS3 methods and attains an overall RMSD of

0.74 kcal mol21 and a MAD of 0.57 kcal mol21. Nevertheless,

deviations larger than 1 kcal mol21 are obtained for as many

as 30 systems. Nearly half of these systems are highly fluori-

nated and chlorinated species with deviations (all overestima-

tions) ranging from 1.09 (CF2Cl2) to 2.25 (C2F6) kcal mol21.

Relatively large overestimations are also obtained for medium-

sized organic compounds, such as: 1.14 (pyrrole), 1.25 (pen-

tane), and 1.50 (benzene) kcal mol21.

The W1-F12 method uses explicitly correlated techniques in

the CCSD calculations and has a significantly reduced compu-

tational cost relative to the original W1 method in terms of

CPU time, disk space, and RAM.[60] Thus, W1-F12 has been

applied to large hydrocarbons (e.g., sumanene,[100] corannu-

lene,[102] and even dodecahedrane)[4] as well as to systems of

biological relevance (e.g., guanine[60] and arginine).[103] Overall,

W1-F12 shows similar performance to W1 and results in an

overall RMSD of 0.72 kcal mol21 and a MAD of 0.51

kcal mol21. We note that in contrast to W1 theory, which

tends to overestimate the atomization energies, W1-F12 tends

to underestimate them as indicated from a mean-signed devi-

ation (MSD) of 20.45 kcal mol21. The number of deviations

larger than 1 kcal mol21 is reduced from 30 for W1 theory to

21 for W1-F12 theory. Large underestimations ranging

between 2.0–2.6 kcal mol21 are obtained for second-row sys-

tems such as: P2, P4, SO3, S2O, HClO4, and AlCl3. This is consis-

tent with our previous observation that W1-F12 shows better

performance for species containing only first-row elements.[60]

For the subset of 120 first-row systems in the W4-17-nonMR

Table 4. Performance of a representative set of CCSD(T)-based composite thermochemical procedures for the 183 atomization reactions involving first-

and second-row elements in the W4-17-nonMR dataset (error statistics are given in kcal mol21).[a]

Method RMSD MAD MSD # of LDs LND LPD

G4 0.95 0.68 20.06 36 22.52 (HClO4) 5.73 (C2Cl6)

G4(MP2) 1.29 0.85 0.16 48 24.46 (B2H6) 7.53 (C2Cl6)

G4(MP2)-6X 1.65 1.11 0.90 77 23.52 (B2H6) 10.24 (C2Cl6)

ROG4(MP2)-6X 1.65 1.14 0.90 78 23.19 (B2H6) 9.86 (C2Cl6)

G3[b] 1.88 1.32 20.68 86 27.52 (SF6) 8.65 (C2Cl6)

G3B3 1.94 1.22 20.72 76 210.85 (SF6) 5.39 (C2Cl6)

G3(MP2)[b] 2.22 1.47 20.71 97 210.56 (SF6) 8.93 (C2Cl6)

G3(MP2)B3 2.22 1.33 20.48 84 212.94 (HClO4) 7.45 (C2Cl6)

CBS-4M 4.23 2.89 0.33 130 216.30 (SF6) 22.74 (C2Cl6)

CBS-QB3 2.35 1.53 0.74 101 24.41 (SF6) 15.88 (C2Cl6)

ROCBS-QB3 2.04 1.34 0.32 88 26.10 (SF6) 13.52 (C2Cl6)

ccCA-PS3 0.92 0.63 0.25 36 21.59 (BN) 5.81 (C2Cl6)

W1 0.74 0.57 0.23 30 21.95 (HClO4) 2.25 (C2F6)

W1-F12 0.72 0.51 20.45 21 22.60 (S2O) 0.81 (C6H6)

W1-F12[c] 0.75 0.51 20.46 22 22.87 (P4) 0.88 (C6H6)

W1X-1 0.67 0.45 20.19 22 22.30 (SO3) 3.49 (C2Cl6)

W1X-2 0.78 0.54 20.15 32 22.53 (HClO4) 3.23 (C2Cl6)

W2 0.57 0.37 20.12 10 22.52 (HO3) 2.71 (C2Cl6)

W2-F12 0.55 0.38 20.07 9 22.07 (HO3) 3.30 (C2Cl6)

W2X 0.63 0.45 20.01 18 22.23 (HO3) 3.25 (C2Cl6)

[a] RMSD 5 root-mean-square deviation, MAD 5 mean-absolute deviation, MSD 5 mean-signed deviation, # of LDs 5 number of deviations exceeding

1 kcal mol21 (see also Table S5 of the Supporting Information), LND 5 largest negative deviation, LPD 5 largest positive deviation. [b] cis-HO3 and

trans-HO3 were removed due to problems with the geometry optimizations. [c] A new version of W1-F12 theory developed in the present work, in

which the CCSD component of the CV correction is calculated using explicitly correlated F12 techniques (see text).
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database, W1-F12 attains an RMSD of 0.46 kcal mol21, a MAD

of 0.33 kcal mol21, and the largest deviation of 10.81

kcal mol21 is obtained for benzene. For this subset, W1-F12

significantly outperforms the original W1 theory (vide infra).

The W1X procedure comes in two flavors (W1X-1 and W1X-

2). These methods reduce the computational cost of W1-F12

by calculating the core-valence and scalar relativistic

corrections at the MP2 level.[62] In the W1-F12 and W1X-1 pro-

cedures, the valence (T) correction is obtained from conven-

tional CCSD(T) calculations in conjunction with the aug0-cc-

pV(n 1 d)Z basis sets (n 5 D, T).[60,61] The W1X-2 method is a

simplified version of W1X-1, in which the (T) correction is

obtained in conjunction with the cc-pVnZ-F12 basis sets

(n 5 D, T). This simplification reduces the number of single-

point energy calculations, and leads to a further reduction in

the computational cost. Interestingly, the W1X-1 method

slightly outperforms the W1-F12 method, with an RMSD of

0.67 kcal mol21, a MAD of 0.45 kcal mol21, and 22 deviations

larger than 1 kcal mol21. As expected, W1X-2 results in deteri-

orated performance compared to W1X-1. In particular, it

attains an RMSD of 0.78 kcal mol21, a MAD of 0.54 kcal mol21,

and 32 deviations larger than 1 kcal mol21.

Table 5 lists the error statistics for the CV correction used in

W1, W1-F12, and W1X-n theories over the W4-17-nonMR data-

set. The CV corrections from these theories tend to systemati-

cally underestimate the CV correction from W4 (or higher)

theory. However, while W1 and W1-F12 result in MSDs of

20.13 and 20.07 kcal mol21, respectively, the CV correction in

W1X-n leads to a very large MSD of 20.77 kcal mol21 and an

overall RMSD of 0.95 kcal mol21. It should be noted that

underestimations larger than 1 kcal mol21 are obtained for 52

species, and that particularly large deviations (larger than 2

kcal mol21) are obtained for benzene, cyclopentadiene,

pentane, borole, silole, AlF3, and SiF4. Overall, the W1X-n pro-

cedures benefit from a systematic error cancelations between

the CV component (which tends to underestimate the CCSD(T)/

CBS values) and the valence CCSD(T) component (which tends

to overestimate the CCSD(T)/CBS values).

In an attempt to develop an improved core-valence correla-

tion correction for W1-F12 theory, we experimented with

core-valence basis sets developed especially for this purpose,

cc-pCVnZ-F12 (n 5 D, T, Q).[104] As recommended there, we used

different geminal exponents for valence and core-valence pairs:

details of MOLPRO’s implementation are given in Ref. [105]. For

evaluation purposes, we evaluated the core-valence corrections

for the entire W4-15 set[22] at both the CCSD(T)/aug-cc-

pCV{5,6}Z and CCSD(T)/aug-cc-pwCV{Q,5}Z levels. The former

uses basis sets with larger angular momentum, the latter basis

sets specifically weighted for core-valence correlation. As can be

seen in Table 6, the RMSD between both sets of inner-shell cor-

rections is just 0.008 kcal mol21, which means that either set

should be suitable for calibration purposes. We have hence

decided to list RMSDs with respect to both datasets below.

Concerning conventional approaches, it is clear that

awCV{T,Q}Z, as used in W4 theory, works very well, with an

RMSD of just 0.02 kcal mol21 (either reference). The complete

individual contributions can be found in the Supporting Infor-

mation to the present article.

One can achieve similar accuracies at the CCSD(Ts)-F12b/cc-

pCV{T,Q}Z-F12 level, where Ts stands for uniform scaling of the

(T) contribution with a scaling factor given in Ref. [106]

(Ecorr[MP2-F12]/E[MP2] scaling[107] of the triples is not suitable

for the present purpose because of its lack of size extensivity).

However, this is a somewhat hollow victory, as these calcula-

tions are considerably more expensive than CCSD(T)/

awCV{T,Q}Z. Clearly, a computational protocol in which the

lion’s share of CPU time would have to be spent on the rela-

tively small core-valence contribution is poorly balanced.

The original W1-F12 and W2-F12 protocols have core-

valence contributions with RMSD of 0.12 and 0.09 kcal mol21,

respectively. Can we improve on that at manageable computa-

tional cost? CCSD-F12b/cc-pCV{D,T}Z-F12, combined with a

(Ts) from the larger basis set, achieves an RMSD of just 0.06

kcal mol21. Still, the largest calculation required, namely

CCSD(T)-F12b/cc-pCVTZ-F12, could represent an obstacle for

larger systems. Using the smaller of the two basis sets for (Ts)

instead increases RMSD to an unacceptable 0.15 kcal mol21. If

we, however, obtain (T) from a CCSD(T)/cc-pwCVTZ(no f )

calculation as in the original W1-F12 paper,[60] and combine

that with CCSD-F12b/cc-pCV{D,T}Z-F12, we find RMSD 5 0.073

kcal mol21 relative to aCV{5,6}Z, and 0.077 kcal mol21 relative

to the awCV{Q,5}Z reference data. We deem this to be an

acceptable compromise between accuracy and computational

cost, and hence select this as the revised core-valence level for

W1-F12 theory.

The W2-type methods attempt to approximate the all-

electron, relativistic CCSD(T) energy closer to the CBS limit

compared to the W1-type methods. This, of course, comes

with a significant increase in the computational cost. For

example, whereas W1-type methods have been applied to sys-

tems with �20 non-hydrogen atoms (vide supra), the largest

systems W2-type methods have been applied to include up to

�10 non-hydrogen atoms (e.g., cubane[4] and adenine).[60] The

original W2 method results in a respectable RMSD of 0.57

kcal mol21 and a MAD of 0.37 kcal mol21 for the W4-17-

Table 5. Error statistics (in kcal mol21) for the CV corrections in the W4-

17-nonMR dataset.

Method RMSD MAD MSD LND LPD

W1 0.24 0.18 20.13 20.78 (C6H6) 0.80 (SF6)

W1-F12[a] 0.16 0.10 20.07 20.98 (AlF3) 0.41 (SF6)

W1-F12[b] 0.10 0.08 20.08 20.38 (PF5) 0.23 (OCS)

W1X-n[c] 0.95 0.74 20.72 22.72 (C6H6) 0.79 (C2Cl6)

W2-F12 0.15 0.09 0.00 20.45 (Si2H6) 0.82 (C2Cl6)

The reference CV corrections are taken from W4 (or higher) theory.[d] [a]

From the original W1-F12 theory in which the CV correction is calcu-

lated using conventional CCSD(T) calculations (see Ref. 60). [b] From

the new version of W1-F12 theory developed here, in which the CV cor-

rection is calculated using CCSD-F12 and CCSD(T) calculations (see

text). [c] The same CV and scalar relativistic corrections are used in

W1X-1 and W1X-2. RMSD 5 root-mean-square deviation, MAD 5 mean-

absolute deviation, MSD 5 mean-signed deviation, # of LDs 5 number

of deviations exceeding 1 kcal mol21, LND 5 largest negative deviation,

LPD 5 largest positive deviation.
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nonMR database. We note that only for three challenging sys-

tems (trans-HO3, cis-HO3, and C2Cl6) deviations larger than 2

kcal mol21 are obtained. These deviations are dominated by

large post-CCSD(T) contributions of 22.31, 21.85, and 21.71

kcal mol21, respectively.

W2-F12 theory is the computationally economical, explicitly

correlated cognate of W2, which uses explicitly correlated

techniques in the valence CCSD(T) steps and smaller basis sets

in the CCSD(T) CV calculations. For example, a W2 calculation

for C2Cl6 requires a total of 555 GB of scratch disk and 667

CPU-hours to run to completion, while a W2-F12 calculation

requires only 347 GB of scratch disk and 102 CPU-hours. W2-

F12 produces results in practically the same error statistics as

W2 (Table 4).

The W2X procedure further reduces the computational cost

of W2-F12 by (i) using the aug0-cc-pVnZ basis sets in the

valence CCSD(T) extrapolations, rather than the larger cc-

pVnZ-F12 basis sets (which were specifically optimized for

explicitly correlated calculations), and (ii) using a cost-effective

MP2-based additivity scheme in the CV extrapolations. Overall,

W2X shows a slight deterioration in performance compared to

W2 and W2-F12. For example, W2X attains an RMSD of 0.63

kcal mol21 for the W4-17-nonMR dataset, with 18 deviations

larger than 1 kcal mol21 (compared with 9–10 such deviations

for W2 and W2-F12). In particular, large deviations, which

range between 1–3 kcal mol21, are obtained for halogenated

systems such as: PF5, SF6, CF4, CF2Cl2, CCl4, C2F2Cl2, C2Cl4, C2F6,

C2Cl6.

Table 6. RMSDs (in kcal mol21) relative to two different reference levels for the W4-15 dataset.

Conventional CCSD(T)

ACV{T,Q}Z ACV{Q,5}Z awCVTZ awCVQZ awCV5Z awCV{T,Q}Z awCV{Q,5}Z

RMSD[a] 0.053 0.020 0.161 0.061 0.030 0.022 0.008

RMSD[b] 0.058 0.016 0.163 0.064 0.033 0.021 0.000

CCSD(T)-F12b CCSD(Ts)-F12b

CVDZ-F12 CVTZ-F12 CVQZ-F12 CVDZ-F12 CVTZ-F12 CVQZ-F12 CV{T,Q}Z-F12

RMSD[a] 0.275 0.091 0.034 0.267 0.081 0.030 0.023

RMSD[b] 0.287 0.097 0.039 0.276 0.087 0.035 0.028

CCSD-F12b/CV{D,T}Z-F12 CCSD[d]

(Ts)/CVDZ-F12 (Ts)/CVTZ-F12 [c] [c] [c]

New Wn-F12 Old W1-F12 Old W2-F12

RMSD[a] 0.152 0.059 0.073 0.122 0.085

RMSD[b] 0.154 0.062 0.077 0.123 0.091

[a] Relative to CCSD(T)/aug-cc-pCV{5,6}Z reference data. [b] Relative to CCSD(T)/aug-cc-pwCV{Q,5}Z reference data. [c] Conventional CCSD(T)/

pwCVTZ(no f). [d] CCSD contribution CCSD/pwCVTZ [W1-F12] or CCSD/awCVTZ [W2-F12] scaled by 1.1; (T) contribution see footnote c. See Table S6 of

the Supporting Information for complete data.

Table 7. Performance of a representative set of CCSD(T) composite thermochemical procedures for the 120 atomization reactions involving only first-row

elements in the W4-17-nonMR dataset (error statistics are given in kcal mol21).[a]

Method RMSD MAD MSD # of LDs LND LPD

G4 0.64 0.49 0.04 12 21.74 (BF3) 2.49 (N2O4)

G4(MP2) 0.87 0.62 20.07 22 24.46 (B2H6) 1.74 (CO)

G4(MP2)-6X 0.98 0.75 0.51 38 23.52 (B2H6) 2.97 (C2F6)

ROG4(MP2)-6X 1.00 0.77 0.53 36 23.19 (B2H6) 3.30 (C2F6)

G3[b] 1.27 1.00 20.61 48 23.36 (pentane) 3.16 (C2F6)

G3B3 1.06 0.83 20.38 38 22.83 (B2H6) 2.04 (NCCN)

G3(MP2)[b] 1.42 1.09 20.77 55 26.05 (B2H6) 1.76 (NH)

G3(MP2)B3 1.19 0.90 20.36 44 25.76 (B2H6) 2.06 (NH)

CBS-4M 3.02 2.23 20.23 79 28.61 (HO2) 9.52 (benzene)

CBS-QB3 1.58 1.21 0.24 61 23.70 (borole) 6.30 (C2F6)

ROCBS-QB3 1.43 1.08 20.06 53 24.19 (borole) 4.87 (C2F6)

CBS-APNO 1.18 0.86 0.50 36 23.86 (HO3) 4.81 (C2F6)

ccCA-PS3 0.64 0.52 0.13 14 21.59 (BN) 1.42 (C2F6)

W1 0.63 0.48 0.28 12 21.82 (HO3) 2.25 (C2F6)

W1-F12 0.46 0.33 20.26 4 22.20 (HO3) 0.81 (benzene)

W1-F12[c] 0.47 0.33 20.26 5 22.29 (HO3) 0.88 (benzene)

W1X-1 0.39 0.30 20.10 2 21.39 (B2H6) 1.12 (C2F6)

W1X-2 0.54 0.38 20.03 7 21.14 (B2H6) 2.89 (C2F6)

W2 0.52 0.33 20.19 5 22.52 (HO3) 0.99 (benzene)

W2-F12 0.45 0.33 20.19 3 22.07 (HO3) 1.02 (C2F6)

W2X 0.53 0.38 20.05 4 22.23 (HO3) 1.51 (benzene)

[a] RMSD 5 root-mean-square deviation, MAD 5 mean-absolute deviation, MSD 5 mean-signed deviation, # of LDs 5 number of deviations exceeding 1

kcal mol21, LND 5 largest negative deviation, LPD 5 largest positive deviation. [b] cis-HO3 and trans-HO3 were removed due to problems with the

geometry optimizations. [c] A new version of W1-F12 theory developed in the present work, in which the CCSD component of the CV correction is

calculated using explicitly correlated F12 techniques.
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Performance of CCSD(T) composite methods

for first-row systems

Table 7 gives the error statistics for the CCSD(T) composite

procedures for the 120 first row atomization reactions in the

W4-17-nonMR database. An inspection of the error statistics in

Tables 4 and 7 reveals that the performance of the Gn, CBS,

ccCA-PS3, W1-F12, and W1X-n methods for the subset of first-

row systems is significantly better than that for the entire W4-

17-nonMR database. This is demonstrated by significant reduc-

tions in both RMSD values and the number of deviations

exceeding 1 kcal mol21.

The G4-type procedures attain RMSDs of 0.64 (G4), 0.87

(G4(MP2)), 0.98 (G4(MP2)-6X), and 1.00 (ROG4(MP2)-6X)

kcal mol21 for the subset of first-row systems. For comparison,

for the entire W4-17-nonMR database, the RMSDs for these

procedures are higher by amounts ranging from 0.31 (G4) to

0.67 (G4(MP2)-6X) kcal mol21. Notably, the G4 and G4(MP2)

procedures result in only 12 and 22 deviations larger than 1

kcal mol21, respectively. Even the G3-type procedures attain

respectable RMSDs for the subset of 120 first-row systems;

these range between 1.06 (G3B3) to 1.42 (G3(MP2))

kcal mol21. For comparison, for the entire W4-17-nonMR data-

base, the RMSDs for these procedures approach or exceed the

2 kcal mol21 mark.

The CBS-QB3 and ROCBS-QB3 procedures show relatively poor

performance for the first-row systems in the W4-17-nonMR data-

base. In particular, they attain RMSDs of 1.58 (CBS-QB3) and 1.43

(ROCBS-QB3) kcal mol21 with over 50 deviations exceeding 1

kcal mol21. The CBS-APNO method, conversely, attains an RMSD

of 1.18 kcal mol21 for the 120 first-row systems.

The RMSD for the ccCA-PS3 method over the first-row sys-

tems is lower than that for the entire W4-17-nonMR database

by 0.28 kcal mol21. The ccCA-PS3 method results in excellent

performance with an RMSD of 0.64 kcal mol21 and 14 devia-

tions larger than 1 kcal mol21 (Table 7). We note that these

error statistics are similar to those obtained for G4 and W1

theories, while computational cost increases in the order:

G4< ccCA-PS3<W1.

Similarly, the RMSDs for the explicitly correlated W1 methods

for the first-row systems are lower than those for the entire W4-

17-nonMR database by 0.26 (W1-F12), 0.28 (W1X-1), and 0.24

(W1X-2) kcal mol21. Among these, the W1X-1 procedure puts in

the best performance with an RMSD of merely 0.39 kcal mol21

and only two deviations larger than 1 kcal mol21 (for B2H6 and

C2F6). W1-F12 theory attains a slightly higher RMSD of 0.46

kcal mol21, together with four deviations larger than 1

kcal mol21, all of which are characterized by considerable multi-

reference effects (namely, cis/trans-HO3, NO2, and N2O4).

Finally, we note that the W1, W2, W2-F12, and W2X meth-

ods attain a balanced performance for the first and second-

row systems. The RMSDs over the subset of first-row systems

are lower than those for the entire W4-17-nonMR database by

0.1 kcal mol21 (or less). For the first-row systems, W1 theory

attains an overall RMSD of 0.63 kcal mol21, W2 and W2X show

similar performance with RMSDs of �0.52 kcal mol21, and W2-

F12 results in an RMSD of 0.45 kcal mol21. Somewhat disap-

pointingly, these RMSDs represent little or no improvement

over the corresponding W1-type theories (Table 7).

Performance of CCSD(T) composite methods for

multireference species

So far we have examined the performance of CCSD(T) com-

posite protocols for the 183 atomization energies in the W4-

17-nonMR dataset. Let us now examine the performance of

Table 8. Performance of a representative set of CCSD(T) composite thermochemical procedures for the 17 atomization reactions in the W4-17-MR

dataset (error statistics are given in kcal mol21).[a]

Method RMSD MAD MSD # of LDs LND LPD

G4 1.71 1.28 20.67 9 24.19 (ClOO) 2.94 (C2)

G4(MP2) 2.29 1.84 20.24 10 24.53 (ClOO) 4.65 (C2)

G4(MP2)-6X 1.60 1.23 0.86 9 23.13 (ClOO) 3.89 (C2)

ROG4(MP2)-6X 1.23 0.91 0.71 6 20.90 (FO2) 3.58 (C2)

G3[b] 4.26 2.59 22.20 8 212.68 (FO2) 2.71 (C2)

G3B3 3.52 2.62 22.20 11 27.54 (ClO3) 2.87 (C2)

G3(MP2)[b] 4.96 3.32 22.47 12 213.86 (FO2) 4.49 (C2)

G3(MP2)B3 4.38 3.23 22.10 15 210.58 (ClF5) 4.70 (C2)

CBS-QB3 2.70 2.05 20.12 10 26.59 (ClF5) 3.00 (F2O2)

ROCBS-QB3 2.55 1.66 20.61 10 28.00 (ClF5) 2.10 (F2O2)

ccCA-PS3 1.20 0.98 20.26 9 22.37 (B2) 1.50 (Cl2O)

W1 1.76 1.40 21.36 9 23.54 (S4) 0.27 (BN)

W1-F12 2.13 1.74 21.68 10 25.08 (S4) 0.50 (BN)

W1-F12[c] 2.13 1.74 21.68 10 25.08 (S4) 0.50 (BN)

W1X-1 1.15 0.87 20.69 7 22.51 (S4) 0.70 (BN)

W1X-2 1.16 0.97 20.55 7 22.36 (S4) 0.82 (ClF5)

W2 1.85 1.54 21.51 11 23.63 (ClOO) 0.20 (BN)

W2-F12 1.39 1.05 20.99 7 22.90 (ClOO) 0.45 (BN)

W2X 1.65 1.34 21.17 7 23.19 (ClOO) 0.85 (ClF5)

[a] RMSD 5 root-mean-square deviation, MAD 5 mean-absolute deviation, MSD 5 mean-signed deviation, # of LDs 5 number of deviations exceeding 1

kcal mol21, LND 5 largest negative deviation, LPD 5 largest positive deviation. [b] FO2 was removed due to problems with the geometry optimizations.

[c] A new version of W1-F12 theory developed in the present work, in which the CCSD component of the CV correction is calculated using explicitly

correlated F12 techniques.

FULL PAPERWWW.C-CHEM.ORG

Journal of Computational Chemistry 2017, DOI: 10.1002/jcc.24854 9

http://onlinelibrary.wiley.com/


these methods for the subset of 17 highly multireference sys-

tems in the W4-17-MR subset; the relevant results are given in

Table 8. The performance of the G3-type procedures signifi-

cantly deteriorates compared to their performance for the

non-multireference systems. In particular, they result in RMSDs

ranging between 3.52 (G3B3) and 4.96 (G3(MP2)) kcal mol21.

The CBS-QB3 and ROCBS-QB3 methods do not perform as

poorly, yet they still result in relatively large RMSDs (2.70 and

2.55 kcal mol21, respectively). The G4-type methods perform

much better than the G3-type and CBS-type procedures, with

RMSDs ranging between 1.23 (ROG4(MP2)-6X) and 2.29

(G4(MP2)) kcal mol21. Interestingly, the performance the

G4(MP2)-6X and ROG4(MP2)-6X procedures is actually better

than that for the W4-17-nonMR database. The ccCA-PS3

method provides similar performance to the ROG4(MP2)-6X

method with an RMSD of 1.20 kcal mol21. With the exception

of W1-F12, which attains an RMSD of 2.13 kcal mol21, the

Wn-type procedures show reasonably good performance with

RMSDs ranging between 1.15 (W1X-1) and 1.85 (W2)

kcal mol21.

Performance of DHDFT methods for

non-multireference species

In recent years, DHDFT methods have been found to obtain

atomization energies with accuracies that are approaching the

threshold of “chemical accuracy,” that is, with RMSDs between

1–2 kcal mol21.[1,70–75,108] Here, we will evaluate the perfor-

mance of a representative set of DHDFT methods for the 183

atomization energies in the W4-17-nonMR database. We will

also consider the performance of a number of standard and

modified MP2 methods, as they have a similar computational

cost to the DHDFT procedures. All of these relevant results are

presented in Table 9. The performance of higher-order MPn-

based methods for atomization energies and other thermo-

chemical properties have been discussed in detail else-

where.[110] As expected for low-order many-body perturbation

theory, MP2 systematically overestimates the TAEs and results

in an RMSD of 14.90 kcal mol21 with two thirds of the devia-

tions exceeding 5 kcal mol21. Scaling the same-spin and

opposite-spin components of the MP2 correlation energy sig-

nificantly improves the performance; nevertheless, spin-

component-scaled (SCS) MP2 still results in an unacceptably

large RMSD of 8.14 kcal mol21. In contrast, MP3 systematically

underestimates the TAEs and results in a similar RMSD to the

MP2 method. Thus, MP2.5, which is an average of MP2 and

MP3, provides significantly better performance with an RMSD

of 4.84 kJ mol21 for the W4-17-nonMR dataset. The SCS-MP3

procedure fares better with an RMSD of 3.64 and 18 deviations

larger than 5 kcal mol21.

A quick look at Table 9 reveals that all the DHDFT methods

offer better performance than the the MPn-based procedures.

Nevertheless, a number of DHDFT methods still offer relatively

poor performance with RMSDs larger than 3.0 kcal mol21,

namely: B2GP-PLYP, B2-PLYP, B2K-PLYP, and B2T-PLYP. These

methods tend to systematically underestimate the TAEs, and

therefore including an empirical dispersion correction, which

systematically increases the TAEs, improves their performance.

For example, we obtain the following RMSDs for the disper-

sion corrected functionals: 2.32 (B2GP-PLYP-D3BJ), 2.89 (B2-

PLYP-D3BJ), and 2.97 (B2K-PLYP-D3BJ) kcal mol21. Particularly

large dispersion corrections are obtained for the larger/heavier

systems in the W4-17-nonMR database. For example, the D3BJ

correction for the B2-PLYP functional increases the TAEs by: 4.0

(butane), 4.2 (cyclopentadiene and dithiotane), 4.5 (thiophene),

4.7 (CCl4), 5.3 (silole), 5.4 (pentane), 5.5 (C2Cl4), and 10.5 (C2Cl6)

Table 9. Performance of a representative set of DHDFT and MPn-based procedures in conjunction with the aug0-cc-pV(51d)Z basis set for the 183 atomi-

zation reactions involving first- and second-row elements in the W4-17-nonMR dataset (error statistics are given in kcal mol21).[a]

Method RMSD MAD MSD # of LDs LND LPD

MP2 14.90 11.34 9.42 121 215.15 (CN) 48.18 (N2O4)

SCS-MP2 8.14 6.45 5.59 98 218.80 (CN) 30.92 (N2O4)

MP2.5 4.84 3.50 21.36 41 222.60 (HO3) 11.24 (C2Cl6)

MP3 14.41 12.14 212.14 154 254.59 (N2O4) 0.48 (AlCl3)

SCS-MP3 3.64 2.31 0.24 18 222.26 (CN) 9.30 (NCCN)

xB97X-2 (LP)[b] 2.88 2.05 1.12 15 212.66 (HO3) 12.59 (P4)

xB97X-2 (TQZ)[b] 2.62 2.11 21.83 8 212.51 (HO3) 5.76 (B2H6)

B2-PLYP 3.43 2.46 20.70 24 215.41 (C2Cl6) 11.97 (N2O4)

B2-PLYP-D3BJ 2.89 2.01 0.62 14 29.52 (SF6) 13.69 (N2O4)

B2GP-PLYP 3.00 2.30 21.90 12 212.94 (HO3) 4.40 (HN3)

B2GP-PLYP-D3BJ 2.32 1.68 20.83 7 212.63 (HO3) 5.60 (P4)

B2K-PLYP 3.36 2.69 22.57 18 214.52 (HO3) 1.93 (BH3)

B2K-PLYP-D3BJ 2.97 2.27 22.06 14 214.36 (HO3) 3.25 (benzene)

B2T-PLYP 3.45 2.68 22.24 27 213.15 (SF6) 5.17 (HN3)

DSD-BLYP 2.80 2.01 1.25 11 211.80 (HO3) 11.93 (N2O4)

DSD-PBEP86 2.67 1.93 0.86 12 25.03 (SiF4) 13.68 (N2O4)

DSD-PBEP86-D3BJ 3.71 2.71 1.88 27 212.22 (HO3) 14.99 (N2O4)

PWPB95 2.83 1.99 0.97 14 28.83 (SiF4) 13.43 (P4)

PWPB95-D3BJ 3.29 2.34 1.60 19 28.21 (SiF4) 17.52 (P4)

[a] RMSD 5 root-mean-square deviation, MAD 5 mean-absolute deviation, MSD 5 mean-signed deviation, # of LDs 5 number of deviations exceeding

5 kcal mol21 (in absolute value), LND 5 largest negative deviation, LPD 5 largest positive deviation. [b] Due to convergence issues with some of the

systems, these calculations were carried out in conjunction with the Def2-QZVPP basis set.[109]
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kcal mol21. It has been previously noted that dispersion cor-

rections can have a significant effect on the performance of

DHDFT methods for atomization energies of alkanes with up

to eight carbons.[5]

The spin-component scaled DHDFT methods result in

RMSDs of 2.83 (PWPB95), 2.80 (DSD-BLYP), and 2.67 (DSD-

PBEP86) kcal mol21. In contrast to conventional double

hybrids, the DSD (dispersion-corrected, spin-component scaled,

double hybrids[72]) are biased toward overestimating the TAEs.

Therefore, their performance deteriorates on inclusion of the

D3BJ dispersion correction. The long-range corrected spin-

component scaled DHDFT methods of the Berkeley group

show similar performance, with RMSDs of 2.88 (xB97X-2(LP))

and 2.62 (xB97X-2(TQZ)) kcal mol21.

We conclude by noting that B2GP-PLYP-D3BJ is the best per-

forming DHDFT method, which results in an overall RMSD of

2.32 kcal mol21 and only eight individual deviations larger

than 5 kcal mol21.

Conclusions

We have used the first-principles Weizmann-4 (W4) computa-

tional thermochemistry protocol to generate the W4-17 data-

set of 200 TAEs with 3r CIs of 1 kJ mol21. The W4-17 dataset

includes first- and second-row molecules and radicals with up

to eight non-hydrogen atoms; these cover a broad spectrum

of bonding situations and multireference character, and as

such are an excellent benchmark for the parameterization and

validation of high-level ab initio methods. The W4-17 dataset

includes two subsets: (i) a subset of 183 systems characterized

by dynamical or mild-to-moderate nondynamical correlation

effects (denoted W4-17-nonMR) and (ii) a subset of 17 systems

with severe multireference effects (W4-17-MR). We have used

these subsets to evaluate the performance of a wide range of

CCSD(T)-based composite procedures and DHDFT methods.

With regard to the performance of the CCSD(T) composite

procedures for the W4-17-nonMR database of 183 atomization

energies (with %TAE[(T)] values< 10%), we have reached the

following conclusions:

� A range of CCSD(T)-based composite methods result in

RMSDs smaller than 1 kcal mol21. In particular, the Wn,

Wn-F12, WnX, ccCA-PS3, and G4 procedures result in

RMSDs ranging between 0.55 and 0.95 kcal mol21.

� Conversely, the RMSDs for the G3-based, Gn(MP2) and

CBS methods exceed the 1 kcal mol21 mark.

� Of the Gn-type theories, G4 gives the best overall perfor-

mance with an RMSD of 0.95 kcal mol21. However, very

large deviations, ranging between 1–5 kcal mol21, are

obtained for highly fluorinated and chlorinated systems

(such as SF6, PF5, PF3, BF3, CCl4, C2Cl2, C2Cl4, and C2Cl6).

On removal of these systems from the training set, the

RMSD for G4 is reduced to merely 0.71 kcal mol21. The

G3 and G3B3 procedures have a similar computational

cost to G4, but show inferior performance in terms of

both the RMSD (i.e., 1.88 and 1.94 kcal mol21, respec-

tively), and the number of errors exceeding 1 kcal mol21

(i.e., 36 for G4 vs. over 75 for the G3-type procedures). If

a choice has to be made between these methods, we

recommend using the more recent G4 procedure.

� Of the Gn(MP2)-type procedures, G4(MP2) puts in the best

overall performance with an RMSD of 1.29 kcal mol21 and

48 errors exceeding 1 kcal mol21. The G4(MP2)-6X,

ROG4(MP2)-6X, G3(MP2), and G3(MP2)B3 procedures per-

form less well with RMSDs ranging between 1.65 and 2.22

kcal mol21 and over 75 errors exceeding 1 kcal mol21.

� The CBS-type procedures (CBS-QB3, ROCBS-QB3, and

CBS-4M) result in RMSDs between 2.04–4.23 kcal mol21

for the W4-17-nonMR database. Therefore, we would not

recommend these methods for the calculation of atomi-

zation energies.

� Let us move on to the computationally more expensive

ccCA-PS3 method. This method offers similar perfor-

mance to the G4 method and results in overall RMSD of

0.92 kcal mol21.

� The original W1 theory results in a lower RMSD of 0.74

kcal mol21 and 30 deviations larger than 1 kcal mol21.

The W1-F12 and W1X-n methods give comparable perfor-

mance to W1 theory at a significantly reduced computa-

tional cost; namely, they result in RMSDs between 0.67

(W1X-1) and 0.78 (W1X-2) kcal mol21.

� The computationally more expensive W2-type methods

show somewhat better performance with RMSDs of 0.55

(W2-F12), 0.57 (W2), and 0.63 (W2X) kcal mol21, and 9

(W2-F12), 10 (W2), and 18 (W2X) deviations larger than 1

kcal mol21.

� Finally, we note that that the performance of the Gn,

CBS, ccCA-PS3, W1-F12, and W1X-n methods for the sub-

set of 120 first-row systems in the W4-17-nonMR data-

base is significantly better than that for the entire W4-17-

nonMR database. This is demonstrated by significant

reductions in both RMSD values and the number of devi-

ations exceeding 1 kcal mol21.

The W4-17-nonMR database represents a challenging test

for DHDFT methods. With regard to the performance of these

procedures, we draw the following conclusions:

� The first-generation DHDFT methods result in relatively

large RMSDs of 3.00 (B2GP-PLYP), 3.36 (B2K-PLYP), 3.43

(B2-PLYP), and 3.45 (B2T-PLYP) kcal mol21. For compari-

son, all the MP2 and MP3-based procedures result in

larger RMSDs ranging between 3.64 (SCS-MP3) and 14.90

(MP2) kcal mol21.

� Dispersion corrections significantly improve the perfor-

mance of the first-generation DHDFT methods. In particu-

lar, we obtain the following RMSDs 2.32 (B2GP-PLYP-D3BJ),

2.89 (B2-PLYP-D3BJ), and 2.97 (B2K-PLYP-D3BJ) kcal mol21.

� The DSD double hybrids result in RMSDs of 2.67 (DSD-

PBEP86), 2.80 (DSD-BLYP), and 2.83 (PWPB95) kcal mol21.

The long-range corrected DHDFT methods show similar

performance with RMSDs of 2.62 (xB97X-2(TQZ)) and

2.88 (xB97X-2(LP)) kcal mol21.
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In summary, the results presented here will help computa-

tional chemists and experimentalists to select appropriate

composite ab initio procedures for the calculation of TAEs (or

their cognates, molecular heats of formation). We make recom-

mendations based on the performance of these methods for

the entire W4-17-nonMR database and for selected subsets. In

addition, we believe that the W4-17 database will be a useful

resource for critical evaluation of future composite ab initio

methods and DHDFT functionals. We hope that the results pre-

sented here will inspire the development of next-generation

methods with improved performance for TAEs.

Keywords: composite ab initio methods � coupled cluster

theory � Weizmann-4 theory � G4 theory � CCSD(T)-based

methods
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