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Abstract
We investigate the success of the quantum chemical electron impact mass spectrum (QCEIMS)

method in predicting the electron impact mass spectra of a diverse test set of 61 small molecules

selected to be representative of common fragmentations and reactions in electron impact mass

spectra. Comparison with experimental spectra is performed using the standard matching algo-

rithms, and the relative ranking position of the actual molecule matching the spectra within the

NIST-11 library is examined. We find that the correct spectrum is ranked in the top two matches

from structural isomers in more than 50% of the cases. QCEIMS, thus, reproduces the distribution

of peaks sufficiently well to identify the compounds, with the RMSD and mean absolute difference

between appropriately normalized predicted and experimental spectra being at most 9% and 3%

respectively, even though the most intense peaks are often qualitatively poorly reproduced. We

also compare the QCEIMS method to competitive fragmentation modeling for electron ionization,

a training-based mass spectrum prediction method, and remarkably we find the QCEIMS performs

equivalently or better. We conclude that QCEIMS will be very useful for those who wish to iden-

tify new compounds which are not well represented in the mass spectral databases.
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1 | INTRODUCTION

Mass spectrometry (MS) is of major importance for identifying the presence of small quantities of a compound in a mixture, particularly

because it is several orders of magnitude more sensitive than equivalent structure determination methods.[1] Indeed, MS is often the only fea-

sible identification method[2–4] in contexts like the identification of semiochemicals,[5–7] where abundances of critical compounds may be in

the ng range.

Electron-impact mass spectrometry (EIMS) coupled to some chromatographic separation techniques is, at present, likely to be the predominant

form of MS practiced for small molecules. The typical protocol for identifying unknown compounds using EIMS involves matching against a known

mass spectrum (MSp), using spectral libraries in conjunction with software to identify matches.[8–13] For example, the National Institute of Standards

and Technology (NIST) mass spectral library (version 11) contains electron impact (EI) spectra of more than 23105 compounds, and may be readily

searched using the NIST MS Search program. However large, such a library may only contain a tiny fraction of the total number of small molecular

species found in the universe, which for molecules less than 500 Daltons in weight is estimated to be in excess of 1060.[14] Simply put, the huge

number of possible structural isomers for each molecular formula renders it practically impossible for a library to be exhaustive. If the identification

of a compound whose spectra has yet to be characterized (i.e., its spectra is not in a library) is desired, much of the value provided by MS matching/

library methods is lost (although the structure of the close matches may still provide insight).
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In this article, we are concerned with the problem of identifying the structures of unknown compounds present in low abundances which

have not been previously characterized by MS. We will use the term de novo structure determination from the mass spectrum (MSp) to

describe this. In this case, the only way to confirm the structure is to synthesize several putative candidate compounds in significant amounts,

characterize their structure independently (say using nuclear magnetic resonance [NMR], or X-ray crystallography), then compare the candi-

dates MSp with the original unknown spectrum to see which (if any of them) agree. It should come as no surprise that this is a time- and

labor-intensive process.

One way to ease the process of de novo compound identification is to predict the MSp for each candidate using computational methods. If

such computed MSp were accurate enough, only one candidate compound need be synthesized and characterized to confirm the structure. Indeed,

if the computed MSp were always reliably accurate it would not even be necessary to confirm the structure by synthesis and alternative means; MS

may then become competitive with NMR or crystallography as a structure determination method.

Computational methods for the prediction of the MSp have been well reviewed by Bauer and Grimme.[15] They may be broadly separated into

two categories:

1. Expert systems. Expert systems produce a MSp using rules derived from experimental spectra, for example fitted to experimental MSp using a

model such as a neural network.[16,17] The “system” is trained or based on a library of MSps for which the structure is known. Indeed, the pro-

totypical example of an expert computer system based on rules[18] concerned the identification of molecular structure from MSp: the DEN-

DRAL[19] project. Regardless of the successes (or failures[1,20]) of the original DENDRAL project, recently learning-based methods such as

competitive fragment modeling (CFM)[21,22] for predicting EIMS spectra (CFM-EI) have gained more traction, and proved more successful. It

should be noted, although, that within any such system there will always exist some bias, both in the model it represents and the data used to

“train” it; such bias may lead to unquantifiable inaccuracies.

2. First principles simulation techniques. First principles simulation techniques aim to actively simulate the underlying physical processes involved in

MS. Such methods are not in principle dependent on an existing library of known spectra, but are limited by the accuracy with which one is

able to solve the time-dependent Schr€odinger equation (or more correctly, the time-dependent Liouville equations for the density matrix[23]).

Unfortunately such calculations were, in general, time consuming to the point of being impractical. However, recently the QCEIMS program

from Grimme et al.[24] has allowed practical calculation of MSps using ab initio techniques. By directly modeling the time-dependent fragmenta-

tion process via Born–Oppenheimer molecular dynamics (BOMD) finite-temperature (fractional orbital occupied) quantum chemical (QC) meth-

ods,[15,24,25] coupled with knowledge of isotopic distributions,[26] QCEIMS has proven remarkably accurate. Other quantum chemical methods

based on bond indices have also been proposed,[27] and are examined by us in related work.

The purpose of this article is to investigate the performance of, QCEIMS, which, although having been applied to many molecules,[15,24,25,28,29] has

not yet been tested by the conventional MSp matching algorithms used to identify compounds from the MSp; an essential task if it is to be used for

de novo compound identification. For this purpose, we make use of the standard programs and databases from the National Institute of Standards

(NIST). We also provide an estimate of the errors associated with their predicted spectra, using counting statistics. Our goal is to identify patterns or

trends with any errors in the prediction, particularly those seen to be associated with a chemical class of compounds; such information is invaluable

for practical application of QCEIMS.

Despite expert systems and first principles methods having radically different philosophical approaches, for the purposes of de novo structure

determination these differences mean little. As such, we also assess the performance of QCEIMS method against the CFM-EI model-based spec-

trum calculator, both as a contemporary reference point and to investigate the differences in accuracy between the two techniques.

2 | METHODOLOGY

All data analysis and processing of calculations for this article was performed using the Python programming language. Notably, the numpy,[30] pan-

das[31] packages, and matplotlib[32] for the generation of figures.

2.1 | Selection of compounds for analysis

When selecting a set of molecules for investigation, the following criteria were considered: they must have an experimental MSp and structural iso-

mers with experimental MSp, they must be representative of common/important fragmentations in EIMS, that is, made up of a variety of functional

groups, they must be relatively small molecules (natom<25). Further, it is desirable to have a mixture of easy and difficult cases for differentiating

between structural isomers. As such, a set of 61 small molecules were chosen, made up of alcohols (6), aldehydes (3), alkenes (7), amines (6), alkyl-

benzenes (8), carboxylic acids (5), esters (16), ketones (2), alkylphenols (8). The complete list is shown in Table 1, and the structures are available in

Figure 1. The primary motivation for the selection of small molecules is the identification of failed predictions and their underlying cause. Both of
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TABLE 1 Relative ranking position (RRP) of the matching mass spectra found by the QCEIMS program produced by the NIST MS Search pro-
gram (version 2.0g)

No. Name Chemical formula RRP /nisomers

Alcohols

1 propan-1-ol C3H8O 1/3

2 propan-2-ol C3H8O 1/3

3 butan-1-ol C4H10O 1/8

4 butan-2-ol C4H10O 1/8

5 2-methylpropan-1-ol C4H10O 1/8

6 2-methylpropan-2-ol C4H10O 5/8

Aldehydes

7 propanal C3H6O 1/7

8 2-methylpropanal C4H8O 3/21

9 butanal C4H8O 3/21

Alkenes

10 but-1-ene C4H8 4/6

11 but-2-ene C4H8 1/6

12 pent-1-ene C5H10 3/13

13 pent-2-ene C5H10 3/13

14 hex-1-ene C6H12 6/30

15 hex-2-ene C6H12 1/30

16 hex-3-ene C6H12 9/30

Amines

17 propan-1-amine C3H9N 1/4

18 propan-2-amine C3H9N 1/4

19 butan-1-amine C4H11N 1/8

20 butan-2-amine C4H11N 1/8

21 2-methylpropan-1-amine C4H11N 2/8

22 2-methylpropan-2-amine C4H11N 1/8

Benzenes

23 benzene C6H6 1/5

24 toluene C7H8 3/13

25 ethylbenzene C8H10 8/23

26 propylbenzene C9H12 2/42

27 cumene C9H12 16/42

28 butylbenzene C10H14 3/74

29 butan-2-ylbenzene C10H14 6/74

30 2-methylpropylbenzene C10H14 1/74

Carboxylic acids

31 propanoic acid C3H6O2 1/9

32 butanoic acid C4H8O2 7/27

33 2-methylpropanoic acid C4H8O2 3/27

(Continues)

SPACKMAN ET AL. | 3 of 13



these aspects are significantly more straightforward in the case of small molecules. Further, the reduced computational time requirements associ-

ated with quantum-chemical predictions with small molecules render them ideal for such a study. Additionally, when establishing the viability for

such methods in de novo structure elucidation, having several structural isomers distinguishable via their MSp is vitally important.

2.2 | QCEIMS and CFM-EI calculations

Initial geometries were drawn by hand in a standard molecular builder program Avogadro2[33] and then optimized using the generalized Amber force

field.[34] MSp prediction calculations were then performed using the QCEIMS program version 2.26, as described by Grimme and coworkers[15,24]

using the default parameters, namely: using the OM2-D3[35] semi-empirical quantum mechanical wavefunction method from MNDO99[36] version

TABLE 1 (Continued)

No. Name Chemical formula RRP /nisomers

34 2-methylbutanoic acid C5H10O2 3/47

35 3-methylbutanoic acid C5H10O2 5/47

Esters

36 methyl formate C2H4O2 1/3

37 methyl acetate C3H6O2 2/9

38 ethyl acetate C4H8O2 1/27

39 methyl propanoate C4H8O2 1/27

40 propyl acetate C5H10O2 NM/47

41 propan-2-yl acetate C5H10O2 4/47

42 methyl 2-methylpropanoate C5H10O2 1/47

43 ethyl propanoate C5H10O2 1/47

44 methyl butanoate C5H10O2 5/47

45 propyl propanoate C6H12O2 1/80

46 propan-2-yl propanoate C6H12O2 3/80

47 ethyl butanoate C6H12O2 4/80

48 methyl 2-methylbutanoate C6H12O2 2/80

49 methyl 3-methylbutanoate C6H12O2 7/80

50 propyl butanoate C7H14O2 2/83

51 propan-2-yl butanoate C7H14O2 NM/83

Ketones

52 acetone C3H6O 1/7

53 butan-2-one C4H8O 1/21

Phenols

54 phenol C6H6O 2/4

55 4-methylphenol C7H8O 2/17

56 4-ethylphenol C8H10O 16/43

57 4-propylphenol C9H12O NM/112

58 4-propan-2-ylphenol C9H12O 16/112

59 4-butylphenol C10H14O NM/163

60 4-butan-2-ylphenol C10H14O 3/163

61 4-(2-methylpropyl)phenol C10H14O 2/163

Ranking is relative to the total number isomers nisomers. NM indicates that no match was found in the database.
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7.0. The default QCEIMS parameters were used, with an initial temperature of 500 K, at 70 eV and the number of trajectories set to 253nheavyatoms.

The resulting spectra were normalized in the typical manner: such that the highest peak had an intensity of 100. The time taken for calculations var-

ied with molecular size (see Supporting Information Table S2 for full details), with the shortest being methyl formate (roughly 1.5 CPU hours) and

the longest being 4-propan-2-ylphenol (roughly 80 CPU hours). It should be noted that these calculations are readily parallelized across computing

clusters, drastically reducing the wall-clock time required. All calculations were performed on the local Linux computing cluster, which consists of 44

nodes (with a variety of configurations) containing Intel Xeon CPUs.

CFM-EI Calculations were performed using the method described by Allen et al.[22] with the provided trained parameters for EI-MS, using the

Windows executable “cfm-predict,” version 2.2.

FIGURE 1 Structures of the molecules chosen for analysis grouped into chemical classes
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2.3 | Spectrum matching

Rankings between standard-normalized calculated and experimental MSp were made using the NIST MS Search v2.0g software coupled with the

NIST11 database. Search was performed with the “identity” matching method where the square root of intensity of the MSp was taken and

weighted by the mass-to-charge ratio squared. The difference between this and the available “similarity” metric (which differs only in the the mass

weighting) is negligible for our purposes—see Ref. 10 for a comprehensive study of the impact of matching algorithms on the accuracy of matches).

Searches were carried out by limiting to molecules to have the same molecular formula, using only the two most abundant isotopes.

2.4 | Ranking comparison

It is not meaningful to directly compare ranks when the number of possible candidates differs. To overcome this, the relative ranking position[3,22]

has been used:

RRP5
r21
n21

(1)

where r is the rank, and n is the total number of candidates with the same molecular weight (this expression is equivalent to that presented in Ker-

ber et al.[3]). Thus, a rank of one maps to zero, and a rank of n maps to 1. The RRP is not defined for a class with only one member. This quantity

constitutes the metric for direct comparison between compounds with different molecular formulae, as they clearly have different possible numbers

of structural isomers and, therefore, differing numbers of entries in the database.

2.5 | Spectrum normalization for statistical comparisons

It is standard to normalize the mass spectra such that the highest peak has an intensity with value 100. However, such a normalization makes direct

comparison relative between error statistics such as root mean square deviation (RMSD) across different compounds meaningless. As such, these

metrics (see Table 3) have been calculated with spectral intensities normalized such that the sum of the intensities is unity for both the spectra being

compared. A byproduct of this normalization scheme is that the mean signed error between two spectra is always zero. Such a normalization

scheme has been used previously, by Rasmussen and Isenhour[37] who demonstrated that this kind of probability distribution normalization (which

they call “total ion current normalization”) does not lead to a significant effect when tested for the purposes of identifying a known mass spectrum.

2.6 | Estimates of the errors in the calculated peak heights

Since the spectra are built up by counting independent fragmentation processes we assume that the number of counts in a particular peak of the

mass spectrum has a Poisson distribution. Then, the absolute error in a particular peak of with Ni counts is
ffiffiffiffiffi
Ni

p
. If Ntotal5

X

i

Ni is the total number

of counts in the whole mass spectrum the absolute error in a particular probability-normalized mass spectrum with peak heights Ni=Ntotal is
ffiffiffiffiffi
Ni

p
=Ntotal. It is important to keep in mind that the reproducibility error in a particular mass spectrum is about 5%–10% in the peak heights, and in

some cases even up to 30%.[24]

3 | RESULTS

Table 1 shows the predicted RRPs for the QCEIMS method for the 61 molecules considered in this study; rankings for CFM-EI (Supporting Informa-

tion Table S0), along with predicted and experimental MSp for each compound (Supporting Information Figures S1-S122) are shown in the Support-

ing Information and selected spectra are presented and discussed later.

3.1 | The QCEIMS method

3.1.1 | Overall success rate

We see from the table that using the QCEIMS method we are able to identify the correct structure from the NIST database (using the standard

spectrum matching algorithm for compounds with the same chemical formula) in 24 of the 61 cases. The correct spectrum is ranked in the top two

in 32 of the cases (greater than 50% success rate) and in the top three in 42 of the cases (69% success rate). Thus, if the QCEIMS method were to

be used to actually identify the structure of an unknown compound similar to those in the test set one might expect to get the correct result in the

top three matches two-thirds of the time. However one must qualify this statement in at least two respects. First, the test set is rather small; and

even with this small set there were four cases providing unacceptable matches (shown as NM in the table). Also, as we previously remarked, com-

paring actual ranks is problematic because different chemical classes have different numbers of isomers. Therefore, in Figure 2 we present a histo-

gram of the number of molecules given a particular rank. Our conclusions based on actual rank are essentially the same as those based on RRP.
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3.1.2 | Dependence of the quality of the rankings on the chemical class of the compound

Some of the classes have too few candidates to make any clear statements, but we may still make the following observations:

� In the case of the alcohols, all the primary alcohols are correctly ranked, but the tertiary alcohol 6 was not correctly predicted (rank 5!).

� Some of the alkenes are very poorly ranked, but there is no clear correlation of the results with the position of the double bond.

� Rankings for the amines were remarkably good, with all with the exception of 21 being matched correctly.

� For the substituted benzenes, poorer results are obtained for candidates with multiple alkyl substituents. This trend is exacerbated for the phe-

nols where two of the compounds 57 and 59 were not matched at all.

� Substituted esters are generally well ranked, but tend to be more poorly predicted when (like the substituted benzene) one of the groups

becomes more branched.

3.1.3 | Dependence of the quality of the results on the mass of the molecules

There is a weak trend that increasing size of molecule produces worse matches perhaps best exemplified by the esters (Pearson’s correlation coeffi-

cients r50:40Þ. It should be kept in mind that matches were only considered in the database between molecules of the same molecular formula. It

should also be noted that the size of the molecules is very small, and one might expect a strong dependence with molecular weight.

FIGURE 2 The number of molecules predicted correctly at a given rank for the QCEIMS method. There were four molecules which were
not matched to any molecule in the NIST database

TABLE 2 Mean Relative ranking position (RRP) for the QCEIMS and CFM-EI methods for different classes of compounds, with the number
of compounds in each class

Class Mean RRP No. of compounds
QCEIMS CFM-EI

Alcohols 0.11 0.21 5

Aldehydes 0.07 0.02 3

Alkenes 0.20 0.30 7

Amines 0.02 0.08 6

Benzenes 0.12 0.12 8

Carboxylic acids 0.10 0.14 3

Esters 0.03 0.04 14

Ketones 0.00 0.00 2

Phenols 0.18 0.14 5

Overall 0.09 0.12 53

Overall mean RRPs are given in the final line. Only molecules in which both methods matched are compared.
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3.1.4 | Mean RRPs for each chemical class

Table 2 summarizes some of the discussion above in a more quantitative way, presenting the mean RRPs for each chemical class. Although the

results for ketones and aldehydes seem very good, there are too few systems to consider the mean RRPs meaningful for these two classes of com-

pounds. However, we see that the esters and amines are very well predicted, with the means RRPs for carboxylic acids, substituted benzenes, and

phenols all being quite similar and low. The alcohols seem not well predicted but are in fact skewed by one bad result. The alkenes are ranked the

worst. It also deserves to be noted that in the cases where there are a large number of isomers the matching algorithm ranks the QCEIMS spectra

very near the top, for example, for 30 we have 1/74 and for 61 we have 2/163.

3.1.5 | Comparison of spectra with experiment

Table 3 gives the mean root-mean-square deviation (RMSD) and mean absolute error (MAD) in the probability normalized spectra. We observe that

the spectra which agree the worst on the RMSDs (which highlight outlier differences) are in order: the alcohols (with one outlier already noted in

the previous section), aldehydes, carboxylic acids, esters, and alkenes. With regard to MADs, the worst classes are again the alchohols, alkenes, and

ketones. In the Supporting Information, we present the mass spectra produced for all the compounds. Most informative are the differences between

the predicted and observed spectra: peaks are colored green if they were present in both spectra, yellow if present only in the experiment, and red

if present only in the QCEIMs model spectra. Positive differences indicate that the calculated spectra overestimate the peak intensities, and error

bars on the QCEIMS spectra are presented. We see that the errors due to counting statistics are very small, the maximum always less than 8% and

usually much smaller, and then only appearing on the peaks which have the largest counts. Therefore, the difference in intensity between the exper-

imental and QCEIMS peaks for the larger peaks to be attributed to counting statics. Also, the difference in the larger peaks far exceeds the sum of

the counting statistics error and any reproducibility error associated with the EIMS experiment. A typical example showing error bars in presented

in Figure 4, ethylbenzene, discussed in more detail later.

3.2 | The CFM-EI method

3.2.1 | Overall success rate

The CFM-EI has a very similar first match rate compared to the QCEIM method, with 24 matching in first position, 35 in the top two positions.

3.2.2 | Dependence of the quality of results on the chemical class

The full set of rankings for the CFM-EI method is shown in Table S1 of the Supporting Information. The following observations can be made.

� The alcohols are well ranked except for one outlier (3) which is placed in the fifth position (this is not the same compound ranked fifth in the

QCEIMS method).

� The alkenes are rather poorly ranked: both 12 and 16 are ranked at position 10.

� The amines are remarkably well ranked: all are ranked in the first position except 18 and 22, which are ranked in second place.

TABLE 3 Mean root mean square deviation (RMSD) and mean absolute deviation (MAD) for the QCEIMS and CFM-EI methods for different
classes of compounds

Class Mean RMSD Mean MAD

QCEIMS CFM-EI QCEIMS CFM-EI

Alcohols 0.09 0.05 0.03 0.03

Aldehydes 0.08 0.03 0.03 0.01

Alkenes 0.05 0.05 0.02 0.03

Amines 0.04 0.03 0.02 0.02

Benzenes 0.04 0.04 0.01 0.02

Carboxylic acids 0.06 0.04 0.02 0.02

Esters 0.06 0.04 0.02 0.02

Ketones 0.04 0.05 0.02 0.03

Phenols 0.04 0.04 0.01 0.02

Overall 0.05 0.04 0.02 0.02

Overall mean RMSDs and MADs are given in the final line.
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� For the substituted benzenes and phenols there are some very poor rankings, which are a bit worse than for the QCEIMS method. For example,

28 is in position 20, 59 in position 35, and 61 had no match.

3.2.3 | Mean RRPs for each chemical class

Table 2 shows that, as for the QCEIMS method, the alkenes are worst predicted, followed by the alcohols. The results for the alcohols and alkenes

are also significantly worse than in the QCEIMS method (RRPs respectively 0.21 and 0.30 vs. 0.11 and 0.20). The next worst grouping was among

the benzenes, phenols and carboxylic acids, again generally worse ranked than compared to the QCEIMS method. Based on the individual class

results, it is, therefore, not surprising that the overall ranking from CFM-EI is worse than from the QCEIMS method (mean RRPs respectively 0.12

vs. 0.09).

FIGURE 3 Difference between predicted (QCEIMS/CFM-EI) and experimental (NIST) spectra. Green bars indicate the presence of a
correct peak, yellow indicates a missing peak, and red indicates a peak which is incorrect, that is, should not have been predicted

FIGURE 4 Difference the between predicted (QCEIMS) and experimental (NIST) mass spectrum for ethylbenzene
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3.2.4 | Dependence of the quality of the results on the mass of the molecules

There is a weak trend that results are worse predicted as the mass of the molecule increases (r50.47) and this trend is a bit stronger than for the

QCEIMS method.

3.2.5 | Comparison of QCEIMS and CFM-EI

Table 3 shows rather uniformly low RMSDs and MADs for the predicted and observed spectra: in both cases the MADs were less than 3%. How-

ever, based on the RMSDs the CFM-EI seems to produce a slightly more accurate, that is, the spectrum shows fewer outlying peaks relative to

experiment. Nevertheless, a qualitatively better MSp does not translate into a a superior ranking of the MSp (see discussion on the RRPs).

4 | DISCUSSION

4.1 | Detailed analysis of the predicted spectra

4.1.1 | Alcohols

QCEIMS underestimates the abundance of most small peaks it predicts. As the peak intensities are relative, this indicates that QCEIMS is systemati-

cally overestimating the abundance of the primary fragmentation relative to the others.

Conversely, CFM-EI seems to be underestimating the primary fragmentation with respect to others.

Further, there exists a tendency for CFM-EI to overestimate the abundance of the molecular ion. This over-abundance is reflected in the poor

results in predicting both propan-2-ol and butan-1-ol (see Figure 3) by CFM-EI.

It is noteworthy that both methods generally underestimate the loss of water (M218) from primary alcohols, which is reflected in the MS of

butan-1-ol with the low m=z556 peak.

Both methods predict the existence of few peaks not in the experimental spectra, (shown in red in Figure 3). CFM-EI particularly in the cases of

2-methylpropan-1-ol and, to a lesser extent, butan-1-ol predicts significant peaks nonexistent in the experimental MSp.

4.1.2 | Aldehydes and ketones

Importantly, QCEIMS clearly demonstrates the capacity to “discover” McLafferty rearrangements. An illustrative example,the case of butanal, shows

in the m=z544 (M228) peak, from loss of ethene via a McLafferty rearrangement. While the relative abundance of this peak was underestimated

by QCEIMS, its existence is vitally important. In the case of 2-methylpropanal QCEIMS seems to be missing or underestimating characteristic m=z5

27 and m=z541 peaks.

The predictions by CFM in the case of 2-methylpropanal is closer to experiment, but still systematically underestimated. Again, as was the case

in the alcohols, CFM-EI seems to overestimate the abundance of the molecular ion in some cases (particularly 2-propanone).

Neither MS prediction technique displays any egregious false peaks in the aldehydes or ketones, they simply tend to underestimate the relative

occurrence of certain rearrangements or cleavages.

In the case of the aldehydes, both methods seem to consistently fail to match experimental spectra, and this is reflected in the rankings (2s/3s

for both butanal and 2-methylpropanal). Contrast this with the case of the two ketones, where the predictions are almost perfectly on the mark.

This might be associated with the decreased importance of a-cleavages in the case of the aldehydes as compared to the ketones, strong conclusions

require more studies.

4.1.3 | Esters

It is evident for both techniques that McLafferty type rearrangements are absent or underestimated for all relevant esters—particularly in methyl

butanoate, where m=z574 is virtually absent in the predicted spectrum. This is not to say that these methods are not capable of predicting rear-

rangement fragmentations in-principle, as may be seen upon the examination of the the prominent m=z588 in ethyl butanoate.

Amines QCEIMS underestimates or fails to predict some portions of the MSp, notably in the 25<m=z<30 region of propan-2-amine and 2-

methylpropan-2-amine.

Intriguingly, despite the QCEIMS MS for propan-2-amine overall having many missing peaks and generally incorrect intensities (i.e., looking

qualitatively worse) than that produced by CFM-EI, the spectra proves to be a better match. In this instance, CFM clearly overestimates (once again)

the abundance of the molecular ion, which may have resulted in this poor match against experiment. The cases of 2-methylpropan-1- and 2-

methylpropan-2-amine proved more difficult for both prediciton techniques, although the spectra were very close to experiment. Both cases yield

significantly different spectra, something reflected in both predictive techniques.

A significant error in both methods appears to be the overestimated abundance of loss of a proton (M21), highlighted particularly in the m=z5

72 peak of the CFM-EI MSp for 2-methylpropan-2-amine, but also in the m=z572 and m=z558 peaks for the QCEIMS spectra for butan-1-amine

and propan-2-amine, respectively.
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4.1.4 | Alkenes

The case of alkenes, in particular those chosen here, requires precise predictions in order to achieve the closest match with experiment. The differ-

ences between structural isomers their MSp tend to be independent of the double bond position (unless highly substituted or conjugated).[38] This,

coupled with the tendencies of isomerization through migration of the double bond in these low molecular weight, straight chain alkenes makes dis-

crimination between candidates a much more difficult task.

In general, both techniques overestimate the abundance of the molecular ion, further exaggerated in the hexene series where the relative abun-

dance of the molecular ion is much lower than in the pentenes and butenes. The regions 25<m=z<30 and 40<m=z<45, and the m=z555 peak for

pentene and hexene are the discriminating regions of these spectra. It is notable that in these regions, both QCEIMS and CFM come close to the

experimental spectra in their predictions. The poor rankings (as seen in Table 2) over the alkene set are a contrast with the relatively good error sta-

tistics (see Table 3). This is consistent with the rather subtle differences in MSps where the only difference in the molecule is the double bond posi-

tion. It is not the case, then that the two techniques are failing to accurately predict the spectra of alkenes, merely that their predications are not

accurate enough for the purposes of matching within sets of structural isomers.

4.1.5 | Carboxylic acids

From the results presented in Table 2, it would appear that performance for the majority of carboxylic acids was far from satisfactory. Both techni-

ques showed failures in their spectral predictions, but it would seem that in this case QCEIMS outperforms CFM in producing an EIMS matching

more closely to experiment.

For longer chain carboxylic acids, QCEIMS seems to severely underestimate crucial McLafferty rearrangements, giving rise to inadequate pre-

diction of mass spectra of these compounds. An illustrative example is the virtual absence of m=z574, the base peak of 2-methylbutanoic acid.

These issues seem to be even more significant for CFM-EI with several carboxylic acids given rise to very inaccurate spectra.

4.1.6 | Benzenes

The only significant discrepancy from experiment for QCEIMS is shown in the case of (1-methylethyl)benzene, where this method seems to make a

charged fragment of the isopropyl moiety, which does not occur in the real spectrum.

As many alkylbenzenes show similarities in the mass spectra, errors in approximations of abundance of fragments can mean that the rank is rel-

atively low although the correct fragments are all predicted. This is evident, for example, in ethylbenzene (see Figure 4). A general overestimation of

the loss of a methyl moiety (M215) is seen with both methods in most alkyl benzenes.

4.1.7 | Phenols

Errors were present in the cases of propylphenol and butylphenol, where the matches are very low. The typical aromatic fragmentations of m=z577

(phenyl cation) and m=z591 (propylium ion) are often lost in both QCEIMS and CFM-EI leading to problems in matching the MSp.

5 | CONCLUSION

We have demonstrated in this article that the ab initio quantum chemical electron impact mass spectrum (QCEIMS) method of Grimme and

coworkers produces simulated mass spectra which are of a sufficient quality to match the correct spectra in the first or second rank from a field of

isomers (using the standard mass spectral search algorithms in the NIST-11 database using standard NIST software) in greater than 50% of the cases

for a test set of 61 molecules. Remarkably, the method performs slightly better than the recently published competitive fragmentation model for

electron impact (CFM-EI) which presumably has in its training set some of the spectra actually used in the test set. From this we conclude that the

QCEIMS method will be very useful for those who seek to identify the structure of unknown chemical structures from the mass spectrum of small

compounds, for example, those who seek to identify semiochemicals, where one often has to synthesize several putative candidates to confirm a

particular structure. The QCEIMS method will be particularly useful in cases where the new compound is not well represented in the search library

(a fact which unfortunately cannot be established before the structure is known).

We have also established that the counting statistics errors on the peaks produced in QCEIMS are much smaller than the experimental reprodu-

cibility error in the mass spectrum; and that the spectra are often reproduced better than the corresponding rankings relative to isomers. This dem-

onstrates that the QCEIMS method achieves its successful matches not because of an accurate match in the peak heights, but rather that the peak

heights and the distribution of the peak positions as a function of mass-to-charge ratio is sufficiently different for different isomers to achieve a high

ranking.

As regards the performance of QCEIMS for different chemical classes, we find that the alcohols have the best matching spectra, with a mean

MAD of about 0.03. The normalized spectra are, therefore, reproduced rather well. Conversely, the worst ranked spectra were the alkenes and sub-

stituted phenols with mean relative ranking positions above 0.18. It should be noted, although, that even in these cases the correct candidate is

placed in the top fifth of isomers.
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The problem with QCEIMS, recognized by the authors, is that it is a time consuming calculation to perform, often taking days or weeks for a

single spectrum; by comparison the CFM-EI method can be performed in the browser. We do not think this is necessarily a problem for those work-

ing to identify semiochemicals, where in a worst case situation it takes years to identify the structure of an unknown: in this case it is more useful

for the information to bew correct rather than timely. Still, the length of time required for QCEIMS means that it is best used sparingly after other

methods have been used to narrow the field of candidates.

One of the great difficulties with EIMS prediction is that it is not only about simple fragmentations, but frequently involves rearrangements

within the molecule.

Both methods tended to suffer from the same problems: underestimation or failure to predict specific rearrangements (e.g., McLafferty rear-

ragements), and overestimation of the molecular ion. These failures are especially salient given the radically different manner in which both techni-

ques function. Perhaps this indicates that reassessment of some of the fundamental abstractions (namely the notion that it is simply a matter of

predicting the fragmentation) involved need to be re-evaluated for general EIMS prediction.

There remains work to be done—ideally the identification protocol would start from an observed MS and predict the molecular geometry, not

the current prediction of MS from a geometry. While numerous existing tools function quite well at predicting the molecular formula from the

observed spectra (see Scheubert et al.[1]), the “brute force” approach of generating all possible isomers is simply infeasible for even slightly large mol-

ecules, due to the exponential relationship between M and the number of possible isomers. Clearly, the goal of the DENDRAL project remains yet

to be realized.
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