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Introduction 

Predicting the relative energies of fullerenes and carbon nano-onions is an important 

area of computational nanotechnology.1,2,3,4,5,6,7,8 These carbon nanostructures typically involve 

hundreds or even thousands of carbon atoms, and thus their relative energies cannot normally 

be calculated by means of density functional theory (DFT) procedures. Molecular mechanics 

is the fastest and conceptually simplest method for calculating structural properties of large 

nanomaterials. Molecular mechanics also provides a practical avenue for running long-

timescale molecular dynamics (MD) simulations which are of key importance in studying the 

dynamic behavior of carbon nanomaterials. Indeed, molecular mechanics is extensively used 

for studying the structural and dynamic properties of nanomaterials. 

A large number of interatomic potentials have been specifically developed for carbon 

nanomaterials.9,10,11,12 (For an historical perspective of carbon potentials and in-depth discussion 

of the merits of dominant models see also ref. 13.) An exciting recent development in this area 

is the development of machine-learning based potentials.14 The interatomic potentials have 

been extensively benchmarked for a wide range of physical, thermal, and chemical properties 

of carbon nanostructures (e.g., elastic moduli, bond angle distributions, radial distribution 

functions, and structural, and phase-transition properties).10,11,15,16,17,18,19,20,21,22 However, less 

attention has been given to benchmarking relative energies of fullerenes and nanotubes, which 

are key reference materials for the validation and parameterization of density functional and 

semiempirical molecular orbital (SMO) theories. In an extensive benchmark study, Sure et al.1 

recently calculated the isomerization energies for the entire set of 1812 isomers with the hybrid-

meta generalized gradient approximation (GGA) PW6B95-D3 functional in conjunction with 

the Def2-QZVP basis set. In the present work, we use these benchmark values to evaluate the 

performance of a wide range of commonly used carbon interatomic potentials for the relative 

energies of the entire set of 1812 C60 isomers. Importantly, since none of the considered 
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potentials were parameterized for isomerization energies of carbon nanostructures, this test set 

represents a difficult and completely independent measure of the ability of the carbon potentials 

to model energetic properties of nanostructures. Two important findings are that (i) all carbon 

force fields tend to systematically underestimate the C60 isomerization energies, and (ii) several 

force fields exhibit a high statistical correlation with the PW6B95-D3/Def2-QZVP 

isomerization energies (most notably the machine-learning GAP-20 potential for which R2 = 

0.962). Therefore, we show here that linear scaling of the isomerization energies results in high 

accuracy relative to computational cost for the carbon potentials for which both of these points 

apply.  

 

Computational details 

 All the reference isomerization energies (calculated at the PW6B95-D3/Def2-QZVP 

level of theory) and reference structures for the C60 isomers (optimized at the PBE-D3/Def2-

TZVP level of theory)23,24,25 which are used in the present work are taken from Ref. 1. For 

brevity the PW6B95-D3/Def2-QZVP//PBE-D3/Def2-TZVP level of theory will be denoted by 

PW6B95-D3/Def2-QZVP hereinafter. We note that, for the five energetically most stable C60 

isomers and five higher-energy isomers with energies of up to 166 kcal mol–1, Ref. 1 obtained 

domain based local pair natural orbital coupled-cluster energies with single, double, and 

quasiperturbative triple excitations (DLPNO-CCSD(T))26 close to the complete basis set (CBS) 

limit.27 For this set of nine isomerization energies the PW6B95-D3/Def2-QZVP level of theory 

attains a mean absolute deviation (MAD) of 1.6 kcal mol–1 relative to the DLPNO-

CCSD(T)/CBS reference values.1 These results indicate that the PW6B95-D3/Def2-QZVP 

reference isomerization energies should be sufficiently accurate for benchmarking carbon 

potentials. In addition, it should be pointed out that the PW6B95-D3/Def2-QZVP 
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isomerization energies have been used in Ref. 1 to benchmark several semiempirical methods 

(vide infra).  

 Here, we use the PW6B95-D3/Def2-QZVP relative energies for the 1812 C60 isomers for 

benchmarking a wide range of carbon potentials. In particular, we examine the following 

twelve common carbon interatomic potentials:  

Þ The Tersoff potential was parameterized against experimental data such as the lattice 

constants and binding energies of diamond and graphite, in addition to C–C bond energies 

obtained from DFT calculations. 28 Tersoff-S is a screened version of the Tersoff potential 

in which an environment-dependent function is added for improving the description of 

bond breaking/making processes.29 

Þ The environment-dependent interaction potential (EDIP) was developed to simulate the 

growth of amorphous carbon thin film and liquid quenched carbon systems, in addition to 

DFT bond energies involved in the graphite-to-diamond transition.30  

Þ The second generation of REBO potential (REBO-II) is an extended version of the Tersoff 

potential, in which the description of short-range bonding is improved by modifying the 

functional form. The potential parameters were fitted to experimental binding energies and 

lattice constants of graphite and diamond, and DFT binding energies and lattice constants 

of simple cubic and face-centered cubic phases of carbon.31 In the screened REBO-II 

potential (REBO-II-S), the description of bond-making/breaking is improved by adding an 

environment-dependent function.32 

Þ The adaptive intermolecular reactive empirical bond order (AIREBO) potential is based on 

the REBO-II potential and includes a Lennard–Jones switching function for inactivating 

the long-range terms at short distances.33 The AIREBO-M potential is a modified version 

of AIREBO in which the Lennard–Jones term is replaced with a Morse-type expression.34 
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Þ The long-range carbon bond order potential (LCBOP-I) is similar to the AIREBO potential 

and is developed to improve the accuracy and transferability of the model by 

reparameterization of the bond order potential. The parameters are obtained from the 

REBO potential and DFT calculations.35  

Þ Zhou et al. developed a variant of the analytic bond-order (ABOP) potential for carbon 

based on the previous versions of this potential,36 which was developed from a quantum 

mechanical tight-binding model.37  

Þ The ReaxFF potential is a bond-order potential developed by Duin et al.38 The 

reparametrized version of ReaxFF (denoted here by ReaxFF-15) was developed for 

improving the solid carbon phase using a large dataset of DFT-D2 structures including 

small fullerenes and different amorphous carbon phases.39 ReaxFF-20 is a reparametrized 

version of the ReaxFF potential,40 optimized to adequately capture the flattened carbon 

nanotube structure and the corresponding energy values using PCFF-IFF force-field data, 

which agrees well with DFT-D2 data.41  

Þ In the recently developed Gaussian approximation potential (GAP-20), kernel-based 

machine learning is employed instead of the classic empirical form, and the potential was 

fitted against reference data calculated with the optB88-vdW DFT method.42 

 The force-field C60 isomerization energies were calculated using both the PBE-D3/Def2-

TZVP reference geometries from Ref. 1 and geometries optimized with each of the force fields. 

In the latter geometry optimizations, the energy of the C60 isomers was minimized using a 

conjugate gradient scheme. All calculations were performed with the Large-scale 

Atomic/Molecular Massively Parallel Simulator (LAMMPS) package.43,44  
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Results and discussion 

Performance of interatomic potentials for the relative energies of 1812 C60 isomers. The 

energetically most stable C60 isomer is of course the well-known Ih symmetry 

buckminsterfullerene. The highest energy C60 isomer lies 549.1 kcal mol–1 above the 

buckminsterfullerene structure at the PW6B95-D3/Def2-QZVP level of theory and has a 

nanorod-shaped structure with D5d symmetry (Figure 1). Thus, the 1811 reference 

isomerization energies span over a very wide energetic window with an average isomerization 

energy of 189.8 kcal mol–1.  Nevertheless, as pointed out in Ref. 1, most of the isomers (namely, 

70%) span a narrower energetic range of 150–250 kcal mol–1. For a detailed discussion of the 

isomer distribution see Ref. 1. 

 

 

Figure 1. Optimized PBE-D3/Def2-TZVP structures of the most and least energetically stable 

C60 isomers. The point-group symmetry and the relative PW6B95-D3/Def2-QZVP 

isomerization energies are also given. 

 

Figure 2 depicts the correlation between the force field and PW6B95-D3/Def2-QZVP 

isomerization energies for all the carbon potentials. The force field isomerization energies are 

calculated (i) on top of the PBE-D3/Def2-TZVP geometries used for calculating the PW6B95-

D3/Def2-QZVP reference isomerization energies, and on top of geometries optimized with 

Most stable C60 isomer

Ih, 0.0 kcal/mol

Least stable C60 isomer

D5d, 549.1 kcal/mol
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each of the force fields. Inspection of Figure 2 reveals that in some cases (e.g., GAP-20, 

ReaxFF-15, and ReaxFF-20) reoptimizing the PBE-D3/Def2-TZVP reference geometries with 

each of the force fields has a relatively small effect on performance, whilst in other cases (e.g., 

AIREBO, AIREBO-M, REBO-II-S, Tersoff-S, and EDIP) reoptimizing the reference 

geometries with each of the force fields results in a visual deterioration in performance. In the 

latter cases, reoptimizing the geometries makes the underestimation of the isomerization more 

pronounced. A natural question that arises is, what is the effect of reoptimizing the structures 

with a given carbon potential on its performance for the C60 isomerization energies? Table S1 

of the Supporting Information lists the MADs relative to the PW6B95-D3/Def2-QZVP C60 

isomerization energies. Inspection of these results reveals that reoptimizing the geometry 

generally leads to deterioration in performance, however, the effect of reoptimizing the 

geometry can vary significantly between the various carbon potentials. In particular, 

reoptimizing the geometry increases the MADs by relatively small amounts of 2–5 kcal mol–1 

(for ReaxFF-15, ReaxFF-20, and GAP-20) and up to 75 kcal mol–1 for Tersoff-S (Figure 2 and 

Table S1). Hereinafter, the main text considers the performance of the carbon potentials using 

the PBE-D3/Def2-TZVP geometries, whilst the results for the force-field optimized geometries 

are given in the Supporting Information.  
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Figure 2. Correlation between the PW6B95-D3/Def2-QZVP isomerization energies and the 

force-field isomerization energies calculated using the PBE-D3/Def2-TZVP geometries 

(colored points) and the structures optimized with each of the force fields (gray points). 

 

Table 1 gives the error statistics for all the carbon potentials for the relative energies of 

the 1812 C60 isomers. The MADs clearly show that the GAP-20 machine-learning potential 

significantly outperforms the conventional (empirical) potentials with a MAD of 29.5 kcal mol–

1, which translates to a mean-absolute relative deviation of 16.0%. It should be pointed out that 

the GAP-20 carbon potential gives similar performance to the best SMO-based methods 

considered in Ref. 1, which attain MADs of 28.1 (PM6-D3) and 31.0 (PM7) kcal mol–1. The 

second-best potential (Tersoff-S) attains a MAD of 40.0 kcal mol–1, which translates to a mean-

absolute relative deviation of 20.1%. Again, it should be pointed out that this carbon potential 

gives outperforms some of the SMO-based methods considered in Ref. 1, which attain MADs 
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of 41.9 (OM2-D3) and 57.0 (AM1) kcal mol–1. The other carbon potentials attain large MADs 

ranging between 62.7 (REBO-II) and  127.6 (EDIP) kcal mol–1 and are thus of limited 

quantitative applicability in the context of the C60 isomers. The mean signed deviations (MSDs) 

in Table 1 show that nearly all the carbon potentials systematically underestimate the 

isomerization energies (i.e., MSD = –1×MAD). Interestingly, Tersoff-S is the only potential 

for which some of the isomerization energies are overestimated (Figure 2 and Table 1). In 

addition, it is important to note that the machine-learning formalism in the GAP-20 potential 

reduces the bias towards underestimation (Figure 2 and Table 1).  

 

Table 1. Overview of the performance of carbon potentials for the relative energies of the 1812 

C60 isomers (in kcal mol–1). The reference values are obtained at the PW6B95-D3/Def2-QZVP 

level of theory.  

Potential R2,a MADb MSDb LNDb 

EDIP 0.725 127.6 –127.6 –217.6 
ReaxFF-15 0.901 101.7 –101.7 –299.2 
ABOP 0.931 96.5 –96.5 –279.6 
AIREBO-M 0.794 95.9 –95.9 –334.6 
AIREBO 0.796 95.7 –95.7 –332.3 
ReaxFF-20 0.919 94.0 –94.0 –288.9 
LCBOP-I 0.884 88.7 –88.7 –311.3 
REBO-II-S 0.834 86.2 –86.2 –314.0 
Tersoff 0.751 85.1 –85.1 –297.0 
REBO-II 0.898 62.7 –62.7 –240.6 
Tersoff-S 0.592 40.0 –38.2 –293.7 
GAP-20 0.962 29.5 –29.5 –145.7 

aSquared correlation coefficient between the force field and PW6B95-D3/Def2-QZVP isomerization energies. 
bMAD = mean absolute deviation, MSD = mean signed deviation, LND = largest negative deviation.   

 

It is instructive to examine the squared correlation coefficients (R2) between the 

interatomic potential and PW6B95-D3/Def2-QZVP isomerization energies (Table 1). For 

Tersoff, Tersoff-S, AIREBO, AIREBO-M, and EDIP potentials, we obtain a low statistical 

correlation with the reference DFT isomerization energies, with R2 values < 0.8. The statistical 
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correlation is somewhat improved for the REBO-II-S potential with R2 = 0.83, albeit it is still 

relatively poor. For five potentials (ReaxFF-15, ReaxFF-20, LCBOP-I, REBO-II, and ABOP) 

there is a reasonably high statistical correlation with the DFT isomerization energies with R2 = 

0.88 – 0.93. Remarkably, for the GAP-20 potential we obtain R2 = 0.962. These results suggest 

that linear scaling of the isomerization energies may improve the accuracy of the latter carbon 

potentials. 

Table 2 gives an overview of the performance of the scaled force-field isomerization 

energies. In all cases the scaling factor (α) has been optimized to minimize the MAD over the 

1811 C60 isomerization energies. We begin by making several general observations:  

Þ The MADs are significantly improved by scaling the isomerization energies – in most 

cases, they are reduced by 60–80% relative to the unscaled results.  

Þ With the exception of the EDIP potential, the scaled carbon potentials provide a 

balanced description of the isomerization energies, i.e., they no longer systematically 

underestimate the DFT reference values. In most cases the MSDs range between 0.1–

1.6 kcal mol–1 (in absolute value).  

Þ With few exceptions (vide infra) the optimal scaling factors are on the order of ~2, i.e., 

on average, the potentials tend to underestimate the DFT isomerization energies by a 

factor of 2.  
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Table 2. Overview of the performance of carbon interatomic potentials for the relative energies 

of the 1812 C60 isomers scaled by an empirical scaling factor (α) (in kcal mol–1). The reference 

values are PW6B95-D3/Def2-QZVP isomerization energies. 

Force Field αa MADb MSDb LNDb LPDb 

EDIP 2.7034 51.4 –21.4 –183.5 387.6 
Tersoff-S 1.2335 23.2 –2.8 –234.0 221.4 
Tersoff 1.7963 19.1 –1.6 –96.2 141.8 
AIREBO-M 2.0177 17.1 –0.3 –116.4 160.9 
AIREBO 2.0150 17.0 –0.2 –112.3 161.0 
ReaxFF-15 2.1182 15.8 –3.1 –73.9 124.4 
ReaxFF-20 1.9440 15.2 –3.5 –75.8 104.7 
REBO-II-S 1.8298 15.1 –0.2 –119.0 144.7 
ABOP 2.0244 13.3 –1.0 –66.8 113.5 
LCBOP-I 1.8781 12.3 0.1 –102.4 114.3 
REBO-II 1.4897 12.3 –0.5 –89.6 113.4 
GAP-20 1.1745 8.5 –1.5 –75.4 34.2 

aScaling factors optimized to minimize the MAD over the set of 1811 C60 isomerization energies. bMAD = mean 

absolute deviation, MSD = mean signed deviation, LND = largest negative deviation, LPD = largest positive 

deviation. 

 

For the EDIP potential we obtain a relatively high optimal scaling factor (2.7034) and 

MAD = 51.4 kcal mol–1. The Tersoff and Tersoff-S potentials show overall similar performance 

with MADs of 19.1 and 23.2 kcal mol–1, respectively. The AIREBO and AIREBO-M potentials 

attain essentially the same MADs (i.e., 17.0 and 17.1 kcal mol–1, respectively) with very similar 

optimal scaling factors. It is worth pointing out that the very small MSDs obtained for these 

force fields (i.e., –0.2 and –0.3 kcal mol–1, respectively) indicate that scaling the isomerization 

energies eliminates the systematic bias towards underestimation of the isomerization energies. 

Three carbon potentials (REBO-II-S, ReaxFF-15, and ReaxFF-20) are associated with similar 

MADs ranging between 15.1–15.8 kcal mol–1. Whereas the ABOP, REBO-II, and LCBOP-I 

potentials attain somewhat better performance with MADs ranging between 12.3–13.3 kcal 

mol–1.  
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The machine-learning GAP-20 potential is the only method that results in a MAD 

below 10 kcal mol–1, namely it attains a MAD of 8.5 kcal mol–1. In addition, the optimal scaling 

factor for the GAP-20 potential (α = 1.1745) is close to unity. This result, in addition to the 

high statistical correlation with the DFT isomerization energies of R2 = 0.962, demonstrates 

that the GAP-20 potential is significantly less prone to underestimating the isomerization 

energies. We note, however, that the scaled GAP-20 procedure does not reach the accuracy of 

the best tight-binding method considered in Ref. 1. Namely, the DFTB-D3 method achieves an 

exceptionally low MAD of 5.3 kcal mol–1 (see Ref. 1 for further details).  

Finally, a comment is due on the computational cost of the considered carbon 

potentials. Figure S1 of the Supporting Information gives the relative central processing unit 

(CPU) times required by each of the carbon potentials to compute the energies of the entire set 

of 1812 C60 isomers. As might be expected, the machine-learning GAP-20 potential has a 

computational cost which is noticeably higher than the classical interatomic potentials. For 

example, the computational cost of the GAP-20 potential is higher by a factor of ~2 relative to 

potentials such as LCBOP and ABOP, and by a factor of ~3 relative to potentials such as 

Tersoff-S and AIREBO.   

 

Performance of carbon potentials for energetically low-lying C60 isomers. In the previous 

section we have shown that the isomerization energies of the 1812 C60 isomers represent a 

challenging test for carbon potentials, with only the GAP-20 potential attaining a MAD below 

the 10 kcal mol–1 mark (MAD = 8.5 kcal mol–1) after scaling by an empirical scaling factor of 

α = 1.1745 (Table 2). This MAD translates to a mean-absolute relative deviation of 4.7%. 

However, since the C60 isomerization energies span a very wide energetic window of 549.1 

kcal mol–1, it is of interest to examine the performance of the potentials for the subset of 23 

low-lying isomers associated with isomerization energies bellow 100 kcal mol–1. Table 3 gives 
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the error statistics for the scaled interatomic potentials, where in all cases the scaling factor 

(αlow) has been re-optimized to minimize the MAD over the energetically low-lying C60 

isomers. For this smaller subset of C60 isomers, four potentials (REBO-II, LCBOP-I, ABOP, 

and GAP-20) attain MADs < 10 kcal mol–1, where the best performer is unsurprisingly GAP-

20 with a MAD of 5.5 kcal mol–1 (Table 3).  

 

Table 3. Overview of the performance of carbon potentials for the relative energies of the 23 

low-lying C60 isomers scaled by an optimal empirical scaling factor (αlow) (in kcal mol–1). The 

reference values are PW6B95-D3/Def2-QZVP isomerization energies. 

Force Field αlow
a MADb MSDb LNDb LPDb 

EDIP 4.7039 24.8 –12.3 –74.6 44.7 

ReaxFF-15 2.1354 13.4 –4.6 –29.0 14.9 

Tersoff-S 1.0514 13.2 1.1 –25.6 27.6 

Tersoff 1.5993 12.9 0.9 –26.5 21.7 

AIREBO-M 1.8898 11.9 2.3 –22.3 20.7 

AIREBO 1.8884 11.9 2.3 –22.2 20.7 

ReaxFF-20 2.0838 11.4 –6.3 –31.8 11.7 

REBO-II-S 1.7608 10.7 2.0 –22.0 17.7 

REBO-II 1.4801 9.5 0.1 –23.4 14.3 

LCBOP-I 1.8283 9.0 2.5 –19.4 16.0 

ABOP 2.1125 7.9 –5.2 –31.8 7.4 

GAP-20 1.2470 5.5 –0.1 –12.7 16.3 
aScaling factors optimized to minimize the MAD over the set of 23 energetically low-lying C60 isomers. bMAD = 

mean absolute deviation, MSD = mean signed deviation, LND = largest negative deviation, LPD = largest positive 

deviation. 

  

Finally, it is of interest to compare the optimal scaling factors obtained for the entire 

set of 1812 isomers (Table 2) with those obtained for the subset of 23 low-lying isomers (Table 

3). With the exception of EDIP, the scaling factors change by relatively small amounts. In 

particular, the two scaling factors differ (in absolute value) by 0.18–0.20 (Tersoff, Tersoff-S), 
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0.13–0.14 (AIREBO, AIREBO-M, ReaxFF-20), 0.05–0.09 (REBO-II-S, LCBOP-I, ABOP, 

GAP-20), and 0.01–0.02 (REBO-II, ReaxFF-15). These relatively small changes indicate the 

transferability of the optimal scaling factors between the two datasets of different sizes and 

energetic characteristics. 

 

Conclusions 

Fullerenes are key reference materials for the validation and parameterization of density 

functional and semiempirical molecular orbital theories. However, less attention has been 

given to the computationally more economical molecular mechanics methods. In this study, 

we evaluate the performance of 12 commonly used interatomic potentials which were 

specifically developed for carbon nanomaterials for a wide and diverse set of 1812 C60 isomers. 

The reference energies have been obtained at the PW6B95-D3/Def2-QZVP level of theory. 

Three important findings are that: (i) reoptimizing the C60 isomers with the interatomic 

potentials leads to deterioration in performance relative to using the PBE-D3/Def2-TZVP 

geometries, (ii) all the carbon potentials tend to systematically underestimate the C60 

isomerization energies, and (iii) for several potentials (REBO-II, ReaxFF-15, ReaxFF-20, 

ABOP, and GAP-20)there is a high statistical correlation (R2 = 0.90–0.96) between the force-

field and DFT isomerization energies. Thus, linear scaling of the isomerization energies can 

significantly improve the accuracy of the carbon interatomic potentials. In particular, for the 

scaled GAP-20 potential we obtain a mean-absolute deviation of merely 8.5 kcal mol–1, which 

translates to mean-absolute relative deviation of merely 4.7%. Thus, this carbon potential offers 

a computationally efficient method for exploring the relative energies of fullerenes. 

 

  



15 

Supplementary data 

Mean-absolute deviations over the entire set of 1812 C60 isomers for DFT and force-field 

optimized structures (Table S1); error statistics for unscaled and scaled force fields using force-

field optimized structures (Tables S2–S4); absolute energies for the 1812 C60 isomers for all 

the considered force fields using DFT and force-field optimized structures (Tables S5 and S6); 

computational cost of the considered carbon potentials (Figure S1).  
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