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A B S T R A C T  
Since the synthesis of bullvalene, closed-shell shapeshifting hydrocarbon cages have been 

extensively studied both experimentally and theoretically. However, considerably less attention 

has been given to shapeshifting radical hydrocarbon cages. Despite being synthesized over 30 

years ago, the shapeshifting barbaralyl radical (CH)9• has not been studied computationally, and 

very few experimental studies have been reported. Here, we brush the dust off this shapeshifting 

radical using the high-level W1-F12 composite ab initio method. We find that consistent with the 

experimental results, rearrangement of the barbaralyl radical proceeds through a series of b-

scission and cyclization steps, which are kinetically favorable over degenerate Cope 

rearrangements. We proceed to examine these chemical processes in a larger shapeshifting 

radical cage (CH)11•, which has not been previously investigated. This shapeshifting radical 

involves a more complex set of rearranges through b-scissions and cyclizations and is predicted 

to be less fluxional than the barbaralyl radical. 
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Introduction 

Ever since bullvalene was hypothesized by Doering and Roth1 and synthesized shortly 

thereafter by Schröder, 2  highly fluxional or ‘shapeshifting’ molecules have captured the 

imagination of organic chemists.3,4,5,6 ,7 Bullvalene is a highly fluxional polycyclic hydrocarbon 

cage in which the carbon skeleton is continuously changing with no ‘permanent’ carbon–carbon 

bonds at finite temperatures. Since the discovery of bullvalene, several shapeshifting hydrocarbon 

cages have been synthesized. The family of shapeshifting hydrocarbon cages includes the 

following prototypical molecules: semibullvalene (CH)8, barbaralane C9H10, and bullvalene 

(CH)10, as well as their ketone derivatives barbaralone (C9H8O) and bullvalone (C10H10O) (see ref. 

3 for a recent review). These closed-shell systems undergo rapid degenerate Cope rearrangements 

which constantly change their hydrocarbon skeleton, and have been extensively studied both 

experimentally8 , 9 , 10 , 11 , 12 , 13 , 14 , 15 , 16 , 17 , 18  and theoretically.8,13, 19 , 20 , 21 , 22 , 23 , 24 , 25 , 26 , 27 , 28 , 29 , 30 , 31 , 32 , 33 , 34 , 35 

Significantly less attention has been given to shapeshifting radical hydrocarbon cages. To the best 

of our knowledge, the barbaralyl radical (CH)9• has not been studied computationally, and few 

experimental studies have been reported.36,37,38  

The development of reliable and computationally affordable wavefunction and density 

functional theory (DFT) methods over the past two decades places contemporary quantum 

chemistry in an ideal position for predicting and exploring new chemistry.39 Today, quantum 

chemistry plays a key role in the prediction of new molecules and materials with tailored or novel 

features and properties.40,41,42,43 Recent examples, in the context of carbon-rich molecules, include 

tetravinylallene,44,45 polytriangulane,46 gaudienes,47,48 cyclophanes,49,50 and cyclo[18]carbon.51,52 In 

the present work, we use the highly accurate W1-F12 composite ab initio method53 to explore the 

Gibbs free potential energy surface of the shapeshifting (CH)9• radical. We then proceed to 

explore the potential energy surface of the (CH)11• radical, which has not been previously 

investigated, and predict it will exhibit fluxional behaviour as well. In this context it should be 
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mentioned that shapeshifting radicals entail unique chemical properties. In contrast to resonance 

stabilized radicals such as the phenyl radical, in which the radical center is instantaneously 

delocalized over several carbon atoms, in shapeshifting radicals the dynamic delocalization of the 

radical center around the molecular cage may be controlled to a certain extent via external factors 

such as temperature variations and interactions with surrounding molecules.54  

 

Computational Details 

 In order to obtain accurate thermochemical and kinetic properties for the (CH)9• radicals, 

calculations were carried out using the high-level W1-F12 thermochemical procedure.53 W1-F12 

theory combines explicitly correlated F12 techniques 55  with basis-set extrapolations to 

approximate the all-electron, relativistic CCSD(T) (coupled-cluster with single, double, and 

quasiperturbative triple excitations) basis-set limit energy. W1-F12 theory can achieve an 

accuracy in the sub-kcal mol–1 range for enthalpies of formation53,56,57,58,59 and reaction barrier 

heights60,61 involving molecules whose wavefunctions are dominated by dynamical correlation. 

The computational protocol of W1-F12 theory has been specified and rationalized in detail in ref. 

53, the following gives a brief overview of the various steps in the W1-F12 thermochemical 

protocol. The Hartree–Fock (HF) and valence CCSD-F12 correlation energies are extrapolated 

from the VDZ-F12 and VTZ-F12 basis sets.62 The complementary auxiliary basis set (CABS) 

singles correction is included in the HF energy.63 , 64 ,65  The (T) valence correlation energy is 

extrapolated from the jul-cc-pVDZ and jul-cc-pVTZ basis sets.66,67,68,69 The CCSD inner-shell 

contribution is calculated with the core-valence weighted correlation-consistent cc-pwCVTZ 

basis set,70 whilst the (T) inner-shell contribution is calculated with the cc-pwCVTZ(no f) basis 

set (where cc-pwCVTZ(no f) indicates the cc-pwCVTZ basis set without the f functions). The 

scalar relativistic contribution is obtained at the CCSD(T)/aug-cc-pVDZ-DK level of theory.71,72,73 

All the HF and CCSD(T) calculations employ the restricted open-shell formalism and were 



4 

carried out with the Molpro 2016.1 program suite.74 The geometries for the W1-F12 calculations 

were optimized at the B3LYP-D3/Def2-TZVPP level of theory as prescribed in the W1-F12 

protocol.53, 75 , 76 , 77 , 78 , 79  Empirical D3 dispersion corrections 80 , 81  are included using the Becke–

Johnson 82  damping potential as recommended in ref. 78. Harmonic vibrational frequency 

analyses were performed at the same level of theory to confirm that all equilibrium structures 

have all real frequencies and the transition structures have only one imaginary frequency. The 

connectivities of the transition structures were confirmed by performing intrinsic reaction 

coordinate (IRC) calculations. 83 , 84  Zero-point vibrational energies (ZPVEs) and enthalpic 

corrections were obtained from these calculations. The ZPVEs were scaled by 0.99 as 

recommended in refs. 85  and 86 . All geometry optimization, frequency, computationally 

economical composite ab initio calculations were performed using the Gaussian 16 program 

suite.87 

 The above W1-F12 calculations are attainable for (CH)9• radicals but are computationally 

too demanding for the larger (CH)11• radicals. Thus, for the (CH)11• radicals we use the 

computationally economical G4 thermochemical protocol.88,89 The G4 method has been found to 

produce thermochemical properties of hydrocarbon cages,59 barrier heights of pericyclic and 

cycloreversion reactions,90,91 as well as other thermochemical and kinetic properties58,61,88,89,92 with 

mean absolute deviations (MADs) from highly accurate experimental/theoretical data below the 

threshold of chemical accuracy (i.e., MADs below 1 kcal mol–1).  

Of particular relevance to the present work, G4 theory was found to give excellent 

performance for the reaction energies and barrier heights of Cope rearrangements in substituted 

bullvalenes.21 Namely, relative to CCSD(T)/CBS values from W1-F12 theory, G4 attains an 

average root-mean-square deviation (RMSD) of 2.0 kJ mol–1 for a range of reaction energies and 

barrier heights. However, since this benchmark set considered closed-shell species, it is 

instructive to evaluate the performance of DFT and composite ab initio methods relative to the 
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W1-F12 reaction energy and barrier heights obtained for the (CH)9• radicals in the present work. 

These results are summarized in Table 1. We consider here the DFT methods that were found to 

give good performance for the reaction energies and barrier heights in substituted bullvalenes,21 

namely PBE0,93 B1B95,94 BMK,95 PW6B95,96 and MN12-SX.97 Table 1 shows that these DFT 

methods show deteriorated performance for the potential energy profile of the (CH)9• 

rearrangement with RMSDs ranging between 14.5–16.5 kJ mol–1. The composite ab initio 

procedures G4(MP2),98 CBS-APNO,99 and CBS-QB3100 result in better performance, however, 

they still result in relatively large RMSDs ranging between 5.7–6.4 kJ mol–1. Thus, these 

composite ab initio methods are not recommended for investigating the (CH)11• rearrangements. 

However, consistent with the excellent performance of G4 theory for the closed-shell 

bullvalenes,21 G4 theory results in good performance with an RMSD of 3.6 kJ mol–1 below the 

threshold of chemical accuracy. We therefore use G4 theory for investigating the reaction profiles 

involved in the (CH)11• rearrangements.  

 

Table 1. Statistical analysis for the performance of DFT and computationally economical 

composite ab initio procedures for the reaction energies and barrier heights involved in the (CH)9• 

rearrangement relative to CCSD(T)/CBS reference values (in kJ mol–1).a    

 RMSD MAD MSD 

BMK 16.5 16.1 –2.0 
PBE0 15.5 15.2 –6.5 
B1B95 15.2 15.2 –6.1 
PW6B95 14.9 14.5 –1.4 
MN12-SX 14.5 13.3 0.4 
CBS-APNO 6.4 5.3 –4.0 
G4(MP2) 6.0 5.7 –5.7 
CBS-QB3 5.7 5.2 –4.0 
G4 3.6 3.6 –3.6 

aRoot-mean-square deviation (RMSD), mean-absolute deviation (MAD), and mean-signed 
deviation (MSD) relative to CCSD(T)/CBS reference ∆H298 values from W1-F12 theory. 
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Results and Discussion 

 The unimolecular rearrangement of the barbaralyl radical (CH)9• has been investigated via 

1H NMR and deuterium label experiments.36,37,38 These experiments suggested that, in contrast to 

the closed-shell fluxional hydrocarbon cags (e.g., semibullvalene and bullvalene) which rearrange 

via a series of degenerate Cope rearrangements, the barbaralyl radical can undergo both Cope 

rearrangements and beta scission followed by cyclization steps to open and close the cyclopropyl 

ring. Deuterium label experiments conducted over 30 years ago suggest that the beta scissions are 

kinetically more favorable. Here, we use the high-level W1-F12 composite ab initio method to 

explore the potential energy surfaces of these competing reaction pathways. Figure 1 gives a 

schematic representation of the species located along the b-scission/cyclization and Cope 

rearrangement pathways. Both reaction pathways start from the barbaralyl radical in which the 

unpaired electron is located on the CH group connecting the bridgehead carbons (C4 and C8). As 

illustrated in Figure 1, the reaction pathway (b-scission/cyclization or Cope rearrangement) 

depends on which bond of the cyclopropane ring is being broken. b-Scission of either the Cl–C8 

or C7–C8 bond produces a stable bicyclo[3.2.2]nona-2,6,8-trienyl radical (hereinafter, trienyl 

radical), which has four possibilities for cyclization. Alternatively, breaking of the C1–C7 bond 

results in the Cope rearrangement (Figure 1).  
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Figure 1. Schematic representation of possible species located along the (CH)9• rearrangement 

channels via b-scission followed by cyclization or via Cope rearrangement.  

  

 Figure 2 gives the W1-F12 Gibbs free reaction profiles at 298 K (∆G298) for the two 

competing rearrangements of the (CH)9• cages. The component breakdown of the W1-F12 

reaction energies and barrier heights are given in Table S1 of the Supporting Information. Let us 

begin by examining the reaction profile for the rearrangement of the barbaralyl radical via b-

scission and consecutive cyclization steps. b-Scission of either the Cl–C8 or C7–C8 bonds of the 

cyclopropane ring produces a trienyl radical. Using electron spin resonance measurements, 

Walton38 estimated that the activation barrier for this b-scission should be on the order of 5 kcal 

mol–1 (or about 21 kJ mol–1). Our high-level W1-F12 results are consistent with this estimation, 
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namely we obtain a reaction barrier height of 25.3 kJ mol–1 relative to the barbaralyl radical on 

the ∆G298 potential energy surface. The formed trienyl radical lies 33.6 kJ mol–1 below the 

barbaralyl radical. Walton38 also found that the barbaralyl and trienyl radicals are at equilibrium 

at ca. 100 °C with a dominant trienyl population. This experimental result is in qualitative 

agreement with the greater stability of the trienyl radical by 33.6 kJ mol–1 and with the reaction 

barrier heights for the interconversion between these two radicals, namely, ∆G298⧧ = 25.3 and 58.9 

kJ mol–1 in the forward and reverse directions (Figure 2). In the trienyl radical the unpaired 

electron is delocalized over the C1–C2–C3 bridge as indicated from C1–C2 and C2–C3 bond 

distances of 1.386 Å (Figure 2). Thus, this radical is stabilized by allyl-type delocalization of the 

unpaired electron.  

 

 

Figure 2. Gibbs free potential energy profiles for the rearrangement of (CH)9• via b-scission and 

cyclization steps (blue curve, note that the b-scission and cyclization transition structures are 

energetically equivalent) and Cope rearrangement (red curve) (∆G298, W1-F12, kJ mol–1). 

Selected bond distances are given in Å. 
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 The W1-F12 Gibbs free reaction barrier height for the Cope rearrangement (∆G298⧧) is 

higher by 24.5 kJ mol–1 than the reaction barrier height for the b-scission (Figure 2). This energy 

difference between the two transition structures is partly attributed to the allyl-type delocalization 

of the unpaired electron present in the b-scission transition structure, but not the Cope 

rearrangement transition structure. Figure 3 gives natural population analysis (NPA) atomic spin 

densities on selected carbon atoms. In the transition structure for the Cope rearrangement the 

unpaired electron is localized on the methano bridge carbon (–HC•–) that connects the 

bridgehead carbons as evident from a spin density of 0.93 on this carbon. This transition structure 

has C2v symmetry, and the symmetry equivalent C–C bonds around the radical center of 1.481 Å 

(Figure 2) also indicate that the unpaired electron is predominantly localized on the methano 

bridge carbon. For comparison, in the barbaralyl reactant the spin density on this carbon is 0.86 

and the lengths of the corresponding C–C bonds are 1.443 and 1.499 Å (Figure 2). In the 

transition structure for the b-scission, on the other hand, the unpaired electron is delocalized over 

two of the three hydrocarbon bridges connecting the bridgehead carbons. In particular, we obtain 

spin densities of 0.59 on the two-carbon bridge, and a spin density of 0.58 delocalized between 

the two carbons on the three-carbon bridge which benefits from allyl-type delocalization (Figure 

3). The allyl-type delocalization of the unpaired electron over the three-carbon bridge is also 

evident from C–C bond distances of 1.438 and 1.348 Å (see Figure 2). Thus, the relative stability 

of the transition structure for the b-scission is partly attributed to the larger degree of 

delocalization of the unpaired electron.  
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Figure 3. Natural population analysis (NPA) spin densities on selected carbon atoms calculated 

at the B3LYP-D3/Def2-TZVPP level of theory. 

 

 The above results show that there is a kinetic preference for the b-scission/cyclization 

pathway over the Cope rearrangement pathway in the (CH)9• radical. We proceed to examine 

these competing reaction pathways in the larger (CH)11• radical cage. We note that ref. 38 

suggested that this rearrangement would be slower than in the (CH)9• radical, however, to the 

best of our knowledge, to date this system has not been synthesized or studied computationally. 

In contrast to the reaction profiles in the (CH)9• radical which involve only two kinetically 

accessible local minima, for the (CH)11• radical we located five local minima that are kinetically 

accessible. Figure 4 shows a schematic representation of the local minima that were located along 

the b-scission/cyclization and Cope rearrangement pathways.  
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Figure 4. Schematic representation of the local minima located along the (CH)11• rearrangement 

channels via b-scission/cyclization steps and Cope rearrangement.  

 

 Figure 5 gives the G4 Gibbs free reaction profiles at 298 K for the b-scission/cyclization 

and Cope rearrangement pathways in the (CH)11• cage. Let us begin by examining the reaction 

profile for the rearrangement via b-scission and consecutive cyclization steps. This reaction 

profile involves four hydrocarbon cages – two minima without a cyclopropane ring (Reac and 

INT2) and two minima with a strained cyclopropane ring (INT1 and INT3). The reactant (Reac, 

Figures 4 and 5) involves a 5-carbon bridge connecting the two sp3 bridgehead carbons, whilst 

INT2 involves a 4-carbon bridge connecting the two sp3 bridgehead carbons. The energetic 

stability of the reactant relative to INT2 by 18.4 kJ mol–1 may be partly explained by the smaller 

strain energy associated with the longer hydrocarbon bridge. Figure 6 gives NPA atomic spin 

densities on selected carbon atoms. In the reactant (Reac) the free radical is delocalized over the 

entire 5-carbon bridge, whereas in INT2 it is mainly localized on two non-conjugated carbons of 

the 7-membered ring. Thus, the delocalization of the free radical in the reactant may contribute to 

its relative stability. The two intermediates which involve a strained cyclopropane ring lie 63.3 

(INT1) and 27.3 (INT3) kJ mol–1 above the reactant. The relatively high energy of INT1 may be 

attributed to the cyclopropane ring being a fused bicyclic (3:6) ring system compared to the less 

strained (3:7) ring system in INT3. In addition, the free radical in INT3 is cantered mainly on a 
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single sp3 carbon, whereas in INT3 the unpaired electron is delocalized over the 3-carbon allylic 

bridge (Figure 6).  

 

 

Figure 5. Gibbs free potential energy profiles for the (CH)11• rearrangement via b-scission and 

cyclization steps (blue curve) and Cope rearrangement (red curve) (∆G298, G4, kJ mol–1).  
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Figure 6. Natural population analysis (NPA) spin densities on selected carbon atoms calculated 

at the B3LYP-D3/Def2-TZVPP level of theory. 

  

 The transition structures involved in the b-scission/cyclization pathway (TS1, TS2, and 

TS3) lie 90.2, 98.9, and 70.8 kJ mol–1 above the reactant. All three transition structures involve 

opening or closing of the stained cyclopropyl ring. However, whilst in TS1 and TS2 the partially 

formed cyclopropyl ring is fused to a six-membered ring, in TS3 it is fused to a seven-membered 

ring. Thus, the latter transition structure is expected to involve less strain. In addition, in TS3 the 

unpaired electron is delocalized over three carbon atoms, which may further contribute to its 

relative stability compared to TS1 and TS2 where the unpaired electron is delocalized over two 

carbon atoms. Overall, the b-scission/cyclization and Cope rearrangement pathways involve 

similar rate determining steps with Gibbs free activation barriers of 98.9 and 111.1 kJ mol–1, 

respectively (Figure 5). Thus, the kinetic preference for b-scission/cyclization over Cope 

rearrangement is diminished in the (CH)11• cages relative to that in the (CH)9• cages. In addition, 

the barriers for the b-scission/cyclization and Cope rearrangements in (CH)11• are higher by 30–
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40 kJ mol–1 than the corresponding barriers in (CH)9• indicating that the former cage would 

require a higher temperature to achieve full fluxionality.  

 

Conclusions  

Using the high-level W1-F12 composite ab initio method, we brush the dust off the 

intriguing rearrangement of the shapeshifting barbaralyl radical (CH)9•. We find that consistent 

with the experimental results, the barbaralyl radical rearranges through a series of b-scission and 

cyclization steps rather than degenerate Cope rearrangements. In particular, we calculate Gibbs 

free activation energies (∆G298⧧) of 25.3 and 49.8 kJ mol–1 for the cyclopropyl ring-opening step 

and Cope rearrangement, respectively relative to the barbaralyl radical. We proceed to examine 

these chemical processes in a the larger (CH)11• shapeshifting radical cage, which has not been 

experimentally synthesized. This shapeshifting radical involves a more complex set of 

rearrangements through b-scissions and cyclizations and is predicted to be less fluxional than the 

barbaralyl radical.  

 

Supplementary data 

Component breakdown of the W1-F12 reaction energies and barrier heights for the (CH)9• 

rearrangements (Table S1); Optimized geometries for the species considered in this work (Table 

S2); and full references for Molpro 2016 and Gaussian 16. 
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